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| nter active Groundwater Modeling

————— Guide to Visual Fortran-based DLL Source Code

Huasheng Liao
Visiting Professor
Department of Civil and Environmental Engineering
Michigan State University

1. Introduction

From the programming point of view, IGW software includes two parts — Visual Fortran-
based DLL and Visual Basic-based user interface coding. In this guide, an overall VF-
based DLL coding structure and a couple of new numerical methods employing in this
software for solving 2-D or 3-D flow and transport equations will be described in detail. This
guide is organized in two sections -- guide to 2-D model source code and guide to 3-D model
source code.

The purpose of this guide is to describe the mathematical concepts used in designing the
flow and transport models in IGW and some special treatments. This is a guide only and it
must be said that any guide such as the present can only deal with major aspects. Many
details must remain unmentioned. Of these, the majority may not require discussion, but in
some areas question marks may arise which will remain unanswered by the guide. It is hoped
that such cases will be few and isolated. The code, it should be stressed, has been written
with the inexperienced user constantly in mind, however the reader is still assumed to be
aware of the basic numerical methods such as standard finite difference, control volume,
MMOC, etc..
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2. Two Dimensional Model Source Code

2.1 Flow

2.1.1 Governing Equation
The partial differential equation describing flow in porous medial is usually written as

tor ox, 7 GXj
Where
Ss  storage coefficient of the porous materials
h  hydraulic head
K;; hydraulic conductivity tensor

X; Cartesian coordinate.
qs source/sink

S )+q, ¢y

With knowing head 4, the seepage or linear pore velocity can be defined as

- Ky on

Vi
n 0X,;
Where 7 is the porosity of the porous medium.

(2)

The hydraulic conductivity tensor should have nine components in 3-D cases or four
components in 2-D cases. Most of existing flow models such as MODFLOW involve only
three of them in 3-D case or two in 2-D case, that is, assuming that the principal components
of the hydraulic conductivity tensor, K;; are aligned with the X; coordinate axes so that those
non-principal component (cross terms), K;; (i), become zero. In the real world, there are
many cases of anisotropy aquifer in which K;; may not be assumed to be zero any more.
When K;; is considered as part of the equation, it is very easy to give a negative coefficient in
the derived discretized-matrix based on the Traditional Control Volume (TCV) technique. In
order to avoid appearance of any ‘negative coefficient’ in the derived discretized-matrix,
we have proposed a new technique — Rotation Control Volume(RCV) technique in our 2-D
and 3-D flow and transport models.

Taking an integration of Eq(1) along the depth direction, gives us a depth-averaged

governing equation of Eq(1) (usually referring to as 2-D equation) as follow,

iso ) TO, L1=1.25j=1.2 3)
o dx, "aX,

Where
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depth-averaged storage coefficient of the porous materials

depth-averaged hydraulic head

transmissivity tensor (4 components)

Cartesian coordinate.

source/sink, it could be kind of head dependent sources such as river or drain.

ST S

Equation (3) is used in IGW 2-D model. In IGW, only the first principal hydraulic
conductivity, K’y ,1s given and the second one, K, is obtained from the given anisotropy
ratio. When K’; are not aligned with the X; coordinate axes, an anisotropy orientation angle,
6 , will be given in order to determine the rest of two components in the tensor K;;. There is a
formula to convert K’; to Kj; for 2-D case,

KY +K| KY _K'
XX = = = +cos 20 —= ¥
2 2
Kv +K| Kv _K|
Kyy = % - COS 20% (4)

1 1

—_ ——— xx Yy
K, =K, = sm2HT

It is seen form Eq(4) that K., and K, are always positive, however, K., or K, may be
negative. Conversion of 7; to Tj;has the same express as Eq(4).
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2.1.2 Grid Layout

In IGW, parameters are assigned to a block or a cell. Placing a representative node in
each cell forms the grid layout using in our spatial discretizing. Figure 1 shows a typical
grid layout of current use.

A typical node-cell and its neighborhood is shown in Figure 2. The figure is self-
explanatory, and those grid related geometrical quantities used in the scheme are illustrated
in the figure too. The following is a list of the variables using in the code and their
counterparts in this figure,

Table 1
Notation in Figure 1 Variable in Code
X coordinate Xi; Xmesh(I,J))
Y coordinate Y. Ymesh(L,J))
X-Grid Spacing AX; HX(I)
Y-Grid Spacing 4Y; HY(J)
X-CV area AXs DXS(I)
Y-CV area AYs DYS()

It is noted that VF code is written based on non-uniform grid spacing, although a
uniform grid spacing has been used in IGW interface. The quantities at the cell-face, such as
k°; in Figure 2, must be evaluated in terms of nodal values before proceeding the calculation.
There are many methods available to handle it, such as those of linear interpolation, harmonic
averaged, etc. Harmonic mean was adopted in IGW 2-D model. X-velocity u, is located on
the East and West cell-faces and Y-velocity u, is located on the North and South cell-faces.
This arrangement will make use of cell-face’s Kj; which is the real one involving in the
calculation, and central difference scheme to approximate the head gradient between two
known nodal heads. To obtain the velocities at nodes, an interpolation method or simple
arithmetic mean has to be used. Arithmetic mean has been used in IGW 2-D model due to its
uniform grid system. Subroutine CALUVXJQT has the details. A linear interpolation
should be used when the grid system was not uniform.

PSU MSU
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Figure2. Typical Cell and Notation
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2.1.3 Schemeto Discretize Equation

A) Traditional Control Volume Technique

As mentioned above, despite of the fact that 7}; easily causes a ‘negative coefficient’ in
the discretized-matrix based on the traditional Control Volume (CV) technique, traditional
control volume technique will still be employed in our IGW 2-D model for purpose of
comparison.

a) Approximation to Diffusion Term
Referring to Figure 2 and applying control volume technique, diffusion terms of Eq(3)
may be written as,

J,=J J,=J
Diff =AX AY, ——+AX AY ———= 5
7 T AX 0 AY, )

s s

Where J, , J,,, J, and J; are the fluxes through east, west, north and south cell-faces:

hy=h, . h. —h

Je = Txe; xe ne se
AX NG
J Tw hP _hW +TW hnw _hsw

w — Fxx AX Xy AYY
h B h n hne B hnw
=1 NAY - L AX

J? = TS, hP _hS +TS,C hse _hsw
Ay A

N

(6)

All symbols in Eq(6) were denoted in Figure 2.

h,, h

in terms of nodal values. A simple four points averaged scheme has been used in IGW 2-D
model. After re-arranging Eq(6), Eq(5) becomes

and 4, must be evaluated

nw? sw?

Note that non-nodal quantities in Eq(6), such as 4,,, A,

Diff = aEhE +awhw +a1vh1v +ashs +aNEhNE +aNWhNW +aSEhSE +aSWhSW _aPhp (7)

Where a; are called the coefficients of the discretized-matrix, they have the forms as below
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n _T;x

ag

AX

_ AKT); + T)’X

4

_AYTy T T

Ay

AX

A4

4

_AXT) T -Ty

a
NoAY 4
N O
S AY 4
T¢ +T"
Ang = = 4 =
Ayy = _T);/ +Ty’;
4
Te +T§‘
Agp =~ = 4 =
T! +T
Agy = = 4 =

ap =ap tay tay tagtay tay, tag tag,

®)

The process of calculation of a, was implemented in Subroutine COEFFLOW in the VF

source code. A derived type variable CST2 was used to store these coefficients:

Table 2

Notation in Eq(8) Variable in Code
ag CST2 (1J)%SE
aw CST2 (1,))%SW
ay CST2 (1J)%SN
as CST2 (1,J)%SS
ane CST2 (1LJ)%SNE
anw CST2 (I,J)%SNW
asg CST2 (1,J)%SSE
Asw CST2 (1,J)%SSW
ap CST2 (1,J)%SP

From Eq(8), it is very obvious that ayg, ayw, asg and agy may easily turn into negative
ones, for example, ayy <0 and asg <0 when T,,>0; or ayg <0 and asy <0 when T, <0.

PSU

MSU




Guideto Visual Fortran-Based DL L Source Code By Huasheng Liao

b) Approximation to Time Derivative Term
For transient flow, a backward finite difference scheme is used to approximate the time-
derivative term in Eq(3). It can be read as

oh _ h"™' =h" Co
SE=STAXSAYS=aPh t-5 9)

Where 4"/ is the head at new time level n+1, 4" is the head at old time level n and

4y =AXAY,

(10)

S' = AX,AY, S
Y

¢) Approximation to Source/Sink Term

Source/sink term may include head independent one such as well or recharge and head
dependent one such as river or drain. Head independent source/sink terms can be directly
added to Right Hand Side (RHS) vector of the derived-matrix, however, head dependent
source/sink terms must be divided into two parts: one goes to RHS, another one goes to the
main diagonal entry after being linearized . In general, Q can be expressed as

O=afh, +5¢ (11)

Table 3 is a list of source/sink available in IGW 2-D model and their corresponding a$
and S‘?.

Tabel 3
Type of a? S /Q Marks
Source/Sink '
Well 0 Qwell
Recharge 0 gAX AY,
River Lriver AXS A YS Lriver AXS A Ys hriver h >Rbed
O LriverAXsAYs (hriver - Rbed) h<Rbed
Drain L drain AXS AYY L drain AXS AYS‘ D bed h >Dbed
Where
Ower well’s flow rate (L*/T);
q recharge rate;
Ly iver river leakance;
Lirain drain leakance ;
Nyiver river stage;
Ryeq bottom elevation of river;
12
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D pea bottom elevation of drain

There may be different kinds of source/sink applying at the same nodal point, therefore,
ag and S? in Eq(11) actually are summation of the contributions from all kinds of

source/sink. Implementation of this process was done in Subroutine ADDQSI1 (head
independent source/sink) and Subroutine ADDQS2 (head dependent source/sink) in the
source code.

d) Coefficient Matrix Assembling
From Eq(7), Eq(9) and Eq(11), readily gives a set of linear equations as follow

¢ 0 _
(ap tap, +tap)h, =aphy +ayhy, +ayhy +agh

Q t
tayphye Y ayyhyy *aghy taghg, +Sf +Sf (12)

It is seen that there are 9 diagonal entries in the derived-coefficient matrix for 2-D case
by using traditional control volume technique.

e) Matrix Solver

Solution to Eq(12) can be obtained by using SOR technique or other efficient matrix
solvers. SOR was adopted in IGW 2-D model. Its iterative equation can be expressed as
follow

a

t 0
(ap ta, +ay)

K+ k K+
+tayhy,” +aghg

ko k k
hp " =h, + laghy, +ayhy

k k K+ K+
tayhy tayyhy, taghyg  taghg,

+82+8," -(a,+a, +ad)h,"} (13)

Where £ is index of iteration number and @ is relaxation factor.

The final matrix assembling and iterative processes are carried out in Subroutine
SORHEADT in the source code.

B) Rotational Control Volume Technique

Negative coefficient in the derived discretized matrix based on the traditional control
volume technique may lead to a fake numerical solution to the physical equation such as
negative concentration in plume transporting. In our IGW flow and transport 2-D and 3-D
models, a new technique, rotational control volume, has been proposed to keep the
coefficients of the derived discretized matrix always being positive. The fundamental idea
behind this technique is that rotating the XY coordinate system by the anisotropy
orientation angle fto adapt the preferential flow direction forms a local X, Y coordinate
system , then constructs a control volume and its numerical equation in this local system.
This sounds like directly rotating a traditional control volume by €. It must be pointed out
that the size of rotational control volume is not the same as that of traditional control volume
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again after doing a @ ZOrotation. With 8 =Q rotational control volume goes back to
traditional control volume. A typical rotational control volume is shown in Figure 3. Always
keeping the local X, Y| coordinate system in mind will help understand the following
derivation.

PSU 14 MSU
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a) Approximation to Diffusion Term
Referring to Figure 3 and applying CVT in the local coordinate system, diffusion terms
of Eq(3) may be written as,

AS +AS. AS, +AS

Diff = (Je—JW)+%(Jn—JS) (14)

where J, , J,, J, and J; are the fluxes through east, west, north and south cell-faces:

J =T g = hp
e xx ASe
J - va hP B hRW
w xx ASW (15)
w By —h
Jn - T o RN P
s hp—h
JS = T w PASS ©

All symbols in Eq(14) and Eq(15) were denoted in Figure 3. T”; are the principal
components of transmissivity tensor which can be calculated through the known K, given
as input parameters by VB interface.

Note that non-nodal quantities in Eq(15), such as A, hgy, , hy, ,and A, , must be

evaluated in terms of nodal values. A simple linear interpolation scheme has been used in
IGW 2-D model which has a general form as

L

ax) =g +%<oz = a()g + B, (16)

L

Where @yand ¢ are nodal quantities. a(x) and S(x) in Eq. (16) are also called line element
shape functions in FEM. Symbols in Eq(16) can be found in Figure 4.
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Figure4. Shapefunction of line element

In 2-D case, RE, RW, RN and RS are intersection locations of each principal direction
line and the rectangular shape made by node P’s eight neighboring nodes (E, SE, S, SW, W,
NW, N, NE). They obviously vary with the given 8 so that those non-nodal quantities /zz,
hrw, hgwn , hrs, have no fixed nodes to be related. For example, /zz may locate between node
N and node NE when 0 < T1/2 then Az can be expressed as a function of /g and Ayg;
however, hgr may locate between node NW and node N when 1/2 9 < 37174, then Agg can
be expressed as a function of /4 and Ayy. In general, each of hgg, hrw, hgy , hgs, has eight
possibilities to be related to two of the eight nodal heads by mean of linear interpolation.
They can be expressed as follows

—_ E E E E
hRE _aEhE +aWhW +aNhN +aS hS
+af h  +abh. +af h. +af h
aNE NE aSE SE aSW Sw aNW NW
—_ w w w w
hRW _aE hE +aWhW +aNhN +aS hS
w w w w
+aNEhNE +aSEhSE +aSWhSW +aNWhNW (17)
—_ N N N N
hRN _aE hE +aWhW +aNhN +aS hS
E N N N
+aNEhNE +aSEhSE +aSWhSW +aNWhNW

hRS :aghE +aI:SI;hW +alfth +a§hS

S S S N
+ aNEhNE + aSEhSE + aSW hSW + aNW hNW

Where a/ G=E, W, N, S; I=E, W, N, S, NE, SE, SW, NW) are shape functions, which
feature that:

(1) there are six of them to be zero for a given index j

(2) a/ also has the following properties:
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2. =1 (18)

O'l:/ >0

Table 4 shows a list of the shape functions and their corresponding variables using in the
source code.

Table 4
Notation in Eq(17) Variable in code
a, WPLT(4)
a, WPLT(8)
a, WPLT(6)
a WPLT(2)
Q. WPLT(5)
ag WPLT(3)
ag, WPLT(1)
Qv WPLT(7)

Substituting Eq(17) and Eq(15) into Eq(14), the following equation is obtained

DW = aEhE +aWhW +a1vh1v +ashs +aNEhNE +aNWhNW +aSEhSE +aSWhSW _aPhp (19)

Where
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_AS +AS

% = ag —r— T Za i=E,W,N,S
a, = 8, J'AS‘T'w Za j=E,W,N,S
ay = ASZA“LASW ™ 20' j=E,W,N,S
ag = A52+ASW T Za i=E,W,N,S
0, = ASzA-I-S?S? ™ ok, ASn +fss ™ o
* ASEXSAWSW Ty @ * AS2AS?Sw T @
Ay = —Asg ;S?S‘“ T @y + —Asz” A;AS T.ay (20)
A oy +—“;;;>Sw ria.
0 =SB g 85,05,
o =5 g S BS
ap :aE +aW +aN +aS +aNE +aNW +aSE +aSW

Implementation of this process was done in Subroutine NEWCOEFFLOW. The same
derived type variable CST2 as mentioned in TCV was used to store these coefficients.

From Eq(20), it is very obvious that every quantity in this equation is positive. Therefore,
no negative coefficients happen again in the derived-matrix.

b) Approximation to Time Derivative Term
For transient flow, a backward finite difference scheme is used to approximate the time-
derivative term in Eq(3). It can be read as

n+l _ g n + A +
S%—Sh Ath ASe 2ASW SnzASS :a;hnH_S} (21)
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Where
at —_ AS@ +ASW ASn +ASS i
i 2 2 At 22)
, _AS, +AS AS +AS S
Sf = —h
2 2 JAYS

c) Approximation to Source/Sink Term
Source/sink term discretizing is almost the same as that in traditional control volume
technique except the control volume’s area. In general, O can be expressed as

0=alh, +5? (23)

Table 5 is a list of source/sink available in IGW 2-D model and their corresponding a$

and S ‘? when applying rotational control volume technique.

Table 5
Type of a? S ?
Source/Sink ‘
Well 0 Qwell
Recharge 0 AS,+AS, AS, +AS,
7 2 2
River AS, +AS, AS, +AS, AS, +AS, AS, +AS, 5 h>Rpeq
2 2 river 2 2 river " “river
0 + AS + h<Rp,
AS‘-’ ASW S" ASS Lriver (hriver - Rbed) e
2 2
Drain AS +AS AS +AS AS +AS AS +AS h>Dpeq
< = - . drain < = . * LdrainD bed
2 2 2 2

All symbols have been explained above. Implementation of this process was done in
Subroutine ADDQS]1 and Subroutine ADDQS2 .

d) Coefficient Matrix Assembling
From Eq(19), Eq(21) and Eq(23), gives a set of linear equations as follow

t 0 _
(ap tap, +ap)h, =agh, +a,h, +ayh, +agh

Q t
+ aNEhNE + aNWhNW + aSEhSE + aSWhSW + Sf + Sf (24)
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It is seen that there are still 9 diagonal entries in the derived-coefficient matrix by using
rotational control volume technique, however, these entries in the matrix are totally different
from those obtaining from traditional control volume technique when the anisotropy
orientation angle @ is not equal to zero.

e) Matrix Solver

Solution to Eq(24) can be obtained by using SOR technique or other efficient matrix
solvers. SOR was adopted in IGW 2-D model. Its iterative equation can be expressed as
follow

a

! (¢
(ap tap tayp)

k+1 _ 1.k k k+1 k k+1
R = R {a nt +a,nt +aht +aght

k k K+l K+l
tayhye Yay, hy, taghg +aghg,
0 t t O~k
+S2+4S! -(a, +ab +ad)ht] (25)
Where £ is index of iteration number and @ is relaxation factor.

The final matrix assembling and iterative processes are carried out in Subroutine
SORHEADT.
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2.1.4 Special Treatments

PSU

a)

b)

d)

To avoid doing derivation of every kind of FD equation on boundary, computational
domain with dimension of 1 to NI and 1 to NJ has been expanded to that with
dimension of 0 to NI+1 and 0 to NJ+1 and every parameter at this expanded node is
assigned to be zero. This implies that the computational domain is confined in one
no flux boundary box for all cases. No flow boundary condition also can be taken
care automatically by simply letting K;;=0 .

A boundary indicator variable IBOUND() is allocated to identify cell of first kind of
boundary condition, IBOUND()=-1, cell of second kind of boundary condition or no
flow boundary condition, IBOUND()=0 (inactive cell) and active cell, IBOUND()=1.

When anisotropy orientation angle @exists, & will be assumed to be zero at any
nodes adjacent to any inactive cell in current version. The reason why we are doing
so is that there will be inconsistency for an inactive cell. For example, from Figure 2,
assuming that west cell is inactive leads to no flux through west cell-face, that means
that coefficient ay should be equal to zero. However, as mentioned above, the
condition a=0 is achieved by letting K;;=0. From Eq(8), contribution to ay includes
two parts — one from K;;, one from K;; when 8 Z0. Therefore, ay will not be zero

due to the contribution from K;; , and the west cell is not an inactive cell any more
numerically.

A non-linear iteration technique is applied to the case having head dependent
source/sink. This is also part of ‘inner loop’ .

Water table iteration for unconfined aquifer is conducted in VB for the sake of
visualization of each iteration. A dry-wet trick is also used to deal with unconfined
cases. This part was coded by using VB.
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2.1.5 Matrix Solver

SOR iterative technique was employed in IGW 2-D model. In addition to SOR,
Subroutine SORHEADT also give a final coefficient matrix and a right-hand-side vector
which could be solved by other mean of advanced methods. Main diagonal elements are
stored in SO0(I,J)+CST2(1,J)%SP, other 8 set of diagonal elements are stored in those
variables listed Table 2, and RHS vector is stored in variable SUM23(1,J). Therefore, slightly
modification to Subroutine SORHEADT can made the current matrix fit to your preferred
matrix solvers.
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2.1.6 Numerical Solution Procedure Flow Chart

The sequence of operations for IGW 2-D flow model is illustrated in the following flow
diagram:

< Guess h or initial h > Parameters inputs

v

Diff. Coefficient Calculation
Call Sub NEW/COEFFLOW

!

Source/Sink Calculation
Call Subs ADDQS1 , ADDQS2

v

Matrix Coefficient Assembling
Call Sub SORHEADT

¢ Loop 2

L 3
oop SOR Iteration

Call Sub SORHEADT Loop 1

River or Drain No

Convergent ?

‘Yes

Velocities Calculation
Call Sub CALUVXIQT

Unconfined Aquifer
Convergent ?
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2.2 Transport

2.2.1 Governing Equation
The partial differential equation describing 2-D solute transport in porous medial is
usually written as

0(nBC) 0(nBu.C 0 oC d(BC”
(n )+ (nBu,C) _ (nBD, V-, (BC)
ot X, 0X, 0X, ot

1

MBC+q.C.  (26)

Where
C solute concentration
B aquifer thickness
n porosity of the porous medium
u; seepage or averaged pore velocity in the direction X;;
D;; dispersion coefficient tensor
X; Cartesian coordinate
C* concentration of species adsorbed on the solid
P, bulk density of the solid
A decay coefficient
qs volume flow rate per unit volume of the source or sink
C, solute concentration in the source or sink fluid

Considering equilibrium transport and assuming that the adsorption isotherm can be
described with a linear and reversible equation, one can write

C =K,C (27)

Where K is called the distribution coefficient. Now, by incorporating Eq(27) into Eq(26), we
obtain

o(nBR,C) +6(nBul.C) _ 0 (nBDl.Aa—C)—/]nBC+q§CS (28)
ot X, X, 7 oX, ‘

or

6_C+i oc _ 1 0 (nBD, oC )_(qs + AnB +Rd —la_B)C+ q,C, (29)
ot R, 0X, nBR, 0X, X nBR,  BR, 0t  nBR,
Where

R, =1+ 2K (30)

n
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The parameter Ry is called the retardation factor.

R,-10B
BR, o0t

Eq(29) with comparing to other general forms shown up in many text books. Eq(29) has been

used in IGW 2-D transport model. The hydrodynamic dispersion tensor for isotropic porous
media is defined in the following component forms:

Note that there is an extra term arising from the unconfined case, , in

_ uyuy *
Dyy—aTT+D (31)
u, tu
—_ _ Xuy
D, =D, =(a, —a;) —
u, tu
x y
Where
a the longitudinal dispersivity;
ar the transverse dispersivity;
D* the effective molecular diffusion coefficient.

It is seen form Eq(31) that Dy, and D,, are always positive, however, D, or D,, may be
negative.
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2.2.2 Grid Layout

This section is the same as FLOW model and may be skipped.
In IGW, parameters are assigned to a block or a cell. Placing a representative node in
each cell forms the grid layout using in our spatial discretizing. Figure 1 shows a typical

grid layout of current use.

A typical node-cell and its neighborhood is shown in Figure 2. The figure is self-
explanatory, and those grid related geometrical quantities used in the scheme are illustrated
in the figure too. The following is a list of the variables using in the code and their

counterparts in this figure,

Table 6
Notation in Figurel Variable in Code
X coordinate Xii Xmesh(1,J)
Y coordinate Yii Ymesh(LJ)
X-Grid Spacing AX; HX(I)
Y-Grid Spacing AY; HY(J))
X-CV area AXs DXS(I)
Y-CV area AYs DYS()

It is noted that VF code is written based on non-uniform grid spacing, although a
uniform grid spacing has been used in IGW interface. The quantities at the cell-face, such as
dispersion coefficient D°;, must be evaluated in terms of nodal values before proceeding the
calculation. There are many methods available to handle it, such as those of linear
interpolation, harmonic averaged, etc. Harmonic mean was adopted in IGW 2-D model.
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2.2.3 Schemeto Discretize Equation

There are four methods being introduced to IGW 2-D transport model: method of
characteristics (MOC), modified method of characteristics (MMOC), full implicit finite
difference method ( FD) and random walk. The difference among the first three methods is
only the way to approximate the advection term, the second term on the left-hand side of
Eq(26), which describes the transport of miscible contaminants at the same velocity as the
groundwater. Both MOC and MMOC invoke the Particle Tracking Technique to
approximate the advection term. FD scheme is only applied at well cells in which the Particle
Tracking is not available due to the fact that there is no unique characteristic curve at well
node. Random walk method is a pure Lagrangian approach to simulate solute transport.

A) Full Implicit Finite Difference Scheme
a) Approximation of Advection Term
The target equation to be discretized by FD method is Eq(28). Applying the finite

difference algorithm , the advection term can be approximated by the concentration
values at the cell-faces as below

. o(nBu C
ADV:AXYAYYM=AXYAYYM+AXYAYY¥
o 0X, o 0xX o )4
=AY (F,-F,)+AX (F, - F) (32)
Where
F,=Cgq,
F =C qg.
w WQW (33)
F,=Cgq,
F, =Cyq,

de 9w, qn and g; are fluxes through the four cell-faces. C,, C,, C, and C; are the concentration
values at the four cell-faces.

Again, non-nodal quantities C,, C,, C, and C; must be evaluated in term of nodal values.
How to determine the interface concentration, C,, C,, C, and C;_ is what distinguishes one
solution technique from another. The simple upwind scheme has been used in IGW 2-D
transport model. For the upwind scheme, the cell-face concentration between two
neighboring nodes in a particular direction (X; ) is set equal to the concentration at the
upstream node along the same direction
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C —_ CE ’ ler>0

°|C,, ifg, <0
C _{CW ’ if_QW>0

e, , if-qg. <0

P . QW (34)

C — CWN ) lan>0

"G, ifg, <0
C = C,, if-g,>0

’ C,, if-q, <0

Note that we have a convention for the flux direction: “+” for flux entering the cell, -
“ for flux leaving the cell.

Substituting Eq(33) and (34) into Eq(32), gives
ADV =a}”’C, +a}"”" C, +a” C, +al”Cy —al’" C, (35)
Where

a;”" =AY, max[q,,0]

a;”’ =AY, max[—q,,.,0]

P = AX . max[q, 0] (36)
a;”" = AX max[-q,,0]

a’”’ = AY.(max[—q¢,,0] + max[q,,0]) + AX (max[~-g,,0] + max[q..0])

de 9w, qn and g; were stored in the array FLUX(Nwell, 4) which are calculated in
Subroutine LHSWELL. Implementation of this process was done by Subroutine FDCOEEF.

b) Traditional Control Volume Techniqueto Approximate Diffusion Term
Following the similar derivation procedure in flow model and applying control volume
technique, from Figure 2, diffusion term of Eq(28) may be written as,

J,=J J,=J
Diff = AX,AY, ~-—"" +AX AY, ~ = 37
ff N N AX N N A ( )

s s

Where J., J,, J, and J; are the solute fluxes through east, west, north and south cell-faces:
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7, =nBD:, S =Cr yppe Coe"Coe
AX N g
. C,-C C,=C
J, =nBD), ~T—" 4 yppY
AX N7

c,-C c, —-C 38)
J :nBDn N P +nBan ne nw
Yy AY V.

n

c,-C c,—-C
J :I’lBDS, P S +nBsz se sw
»NY "OAX

s

s

All symbols in Eq(37) and Eq(38) have been denoted in Figure 2.
Note that non-nodal quantities in Eq(38) (C,,, C,,, C,,,and C_ ) must be evaluated in

terms of nodal values. A simple four points averaged scheme has been used in IGW 2-D
model. After re-arranging Eq(38), Eq(37) becomes

lef = a?il/"CE +av[V)WCW + ajlv)iffCN + a?ilfcs

+ a4y Cpp +ayy Cry +agCyp +ag,Cyy —ap” C, (39)
Where

D = pp AY D, +nB Dy, ;D;x

VLanf_nBAYv - BD;x;D;r
ay’ =nB Y;ly +nBD§y_D;y
al” =nB A)zf;y -nB D, ;D";
a,, =nB Dy * Dy :D; - (40)
ayy =—nB D;; :D;X
ag, =—nB D;y ZD;X
Agy = nB D;; :D;x
afeiff = ag;ﬁf + agiﬂf + aﬁiﬁ + a?iﬁ tay, Tay, tag tag,
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This process was implemented in Subroutine OLDCOEFTRSP. A derived type variable
CST1 was used to store these coefficients, which has the following match table:

Table 7
Notation in Eq(40) Variable in VF Code
a Pt CSTI(LJ)%SE

E

a Pt;ili' CSTI1(I,])%SW
al? CSTI(LJ)%SN
al? CSTI(LJ)%SSE
ane CST1(LJ)%SNE
anw CSTI1(LJ)%SNW
asg CST1(LJ)%SSE
asw CST1(LJ)%SSW
a IL))il/'" CST1(1,J)%SP

From Eq(40), it is very obvious that ayg, anw, asgand asy may easily turn into negative
ones, for example, ayy <0 and agr <0 when D,,>0; or ayg <0 and agy <0 when D,,<0.

¢) Rotational Control Volume Techniqueto Approximate Diffusion Term
Following the similar derivation procedure in flow model and applying control volume

technique in local coordinate system X, Y|, from figure 3, diffusion terms of Eq(28) may be
written as,

AS +AS AS +AS
DW:%(JQ—JW)*L%(J,?—JS) (41)
Where J, , J,, J, and J; are the solute fluxes through east, west, north and south cell-faces:

J, =nBD", Coe =Cr
AS,

J =7’lB "W CVP _CRW
w XX ASW

c C (42)

J, =nBD", ———L
AS}’I
s Cp=C

J, =nBD o —r__kS

All symbols in Eq(41) and Eq(42) were denoted in Figure 3. D’; are the principal
components of the dispersion coefficient tensor which can be easily determined by the
following forms
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2
y

| I— 2 2
=a, . u’+
D' =ap.u, tu,

Note that non-nodal quantities in Eq(42) must be evaluated in terms of nodal values.
Adopting the same linear interpolation scheme described in flow model, Crz, Cry, Cry,
Crsin Eq(42) can be expressed as follows

D' =a,|ul+u
(43)

Cre :ach +aI/I€CW +aJ€CN +a§Cs
E E E E
+ay Cop + 0 Cyp +05, Cgy +0,,Cyy
— AW w w w
Cow =0 Cp +ay, Cy +a, Cy +a; C

+ a}ﬁfVECNE + a?;fCSE + a;/'VW CSW + all/\/VW CNW

(44)
Cry = ach +aI/II>[CW +0'1]VVCN +a§vcs
+ a]eECNE + aAS{\;CSE + a.éVWCSW + a]1\>/WCNW
Cis = ach +aI§/CW +azstN +asscs
+ a}f/ECNE + a.gECSE + agW CSW + a/f/W CNW
Substituting Eq(42) and Eq(44) into Eq(41), the following equation is obtained
lef - a?il/"CE + aP[V)!‘l/"'CW + a}[v)iffCN + a?ilfcs
tayCuy tay, Cyy tagCy tagCyy — azl))yf Cp (45)

Where
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AS +

a?ﬁ :nB#D'; zaé’ J:E,W,N,S
al/l;lff :nB £AS ?D|w za j:E,W,N,S
y AS +
ay” =nB ;AS —&_—»p" 20' i=E,W,N,S
al’ —nB—ASzAS D", Za j=E.W,N,S
AS +AS AS +AS
ayy =nB—= =~ D" aﬁE +nB——-=D"" a’
208, )
AS +AS AS +AS
nB—<——2D" ay, +nB—"——=D" ay,
AS +AS AS +AS ,
Ayy = nB—SAS =D Ay +nB—2”AS ~D" ay, (46)
AS +AS AS +AS
+nB—= “ D" ayy +nB———2D" ay,
AS +AS AS +AS ,
ay =nB——=D" ag, +nB———=D"" O’ZE
20, 20S,  F
ASC +ASW "m AS}’[ +ASY &)
+I’1BTD W a'é\; +7’1BTD W agE
AS +AS AS +AS
Agy = I’IBTD'Q +I’lB—°D'W
ASe +ASW " N ASn +ASS [N N
+nB IAS DWO'SW"'I’IBTDWU
glff = ?W +a£il/’" +a1[v)iff +a§)iff tay tay tag tag,

Implementation of this process was done in Subroutine NEWCOEFTRSP. The same

derived type variable CST1 was used

to store these coefficients.

From Eq(46), it is very obvious that every coefficient in this equation is positive.

Therefore, no negative coefficients w

ould be appear in the discretized matrix again.

d) Approximation of Time-Derivative term
A backward finite difference scheme is used to approximate the time-derivative term
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aC cr-cn

AX,AY,nBR, — - = nBR,AX AY, =a,C;" - S, (47)

Where C"*/ is the concentration at new time level n+1, C" is the concentration at old time
level n and

BR
al, = AX AY, o
nBR (4%
S\ =Ax Ay, 220
Y

For rotational control volume technique, AXAY will be replaced with
AS@ + A“S'W A“S'I’l + ASS
2

in Eq(47) and Eq(48).

€) Approximation of Source/Sink Term

Source/sink term of the governing equation, ¢,Cs  represents solute mass entering the
model domain through source (g;>0) or leaving the model domain through sink (¢,<0). For
sources, it is necessary to specify the concentration of source water. For sinks, the
concentration of sink water is generally equal to the concentration of groundwater in the
aquifer at the sink location and can not be specified. Evapotranspiration may be assumed to
take only pure water away from the aquifer so that the concentration of evapotranspiration
flux is zero. In general, ¢,C; can be expressed as

q,C

s

= agCP + SJQ- (49)
Where

{ag = Max[—q,,0] (50)

S? = Maxlq,,0]C,

gs is sum of the contributions from all kinds of source/sink which is stored in array QT(L,J) in
source code. Calculation of g, is performed by Subroutine QTOTAL.

f) Approximation of Decay Term

From Eq(28), decay term, -AnBC, can be easily approximated as
Decay =a},C, (51
Where a, = AnB
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Note that A is assumed to be evaluated at node and input through VB interface.
g) Coefficient Matrix Assembling and Solution Technique

From Eq(35), Eq(39) or Eq(45), Eq(47), Eq(49) and Eq(51), gives a set of linear
equations as follow

ADV L Diff o 0 D _( ADV L _Diff ADV | Diff
(ap” tap,” taptap ta, )Cp=(a; " +a;" )Cpt+(ay +a,”)C,
ADV | Diff ADV o Diff
+(ay +ay”’)C, +(ag " +ag” )Cy
tayCyp +ayy Cyy +agCop +ag Cgy

+ S_? + S_/ (52)

SOR was adopted in IGW 2-D model to solve Eq(52). Its iterative equation can be
expressed as follow

1 _ ok, G k K+l k K+l
G =G +a_(aECE +a, Gy +ayCy +aCy
P

k k K+ K+
+ta,;Cyp tay, Cyy tagCqy +ag,Cgy

(0] t k
+S2+58 -a,C}) (53)
Where
_ _ADV Diff t 0 D
a, =a, +ta,” ta,ta; ta,
_ _ADV Diff
agp —dag + ag
— _ADV Diff
ay =ay tay
_ _ADV Diff
ay —ay + ay
_ _ADV Diff
ag =ag " tag

k 1index of iteration number
a relaxation factor.

The final matrix assembling process is carried out in Subroutine SORCBAR.
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B) Mixed Eulerian-L agrangian M ethods

Eq(29) is an Eulerian expression in which the partial derivative, 6% . represents the

rate of change in solute concentration at a fixed point in space. It can be expressed in the
Lagrangian form as

+AnB R, -1 C
DC - 1 0 (I/ZBDU GC)_(qg n 4+ e a—B)C+ q,C (54)
Dt nBR, 0X, (). 4 i nBR, BR, o0t nBR,
where the substantial derivative, %f = aa—(; +u, §7C , indicates the rate of change in solute

i

concentration along the path line of a contaminant particle (or a characteristic curve of the
velocity field). u, = % represents the retarded velocity of a contaminant particle.
d

By introducing the finite-difference algorithm to the substantial derivative, Eq(54) can be
approximated as

DC _cpt=-cy

=RHS (55a)
Dt JAYS
or
Cp' =Cy +Atx RHS (55b)
Where

Cp""" is the average solute concentration for cell P at the new time level (n+1);

Cy"" s the average solute concentration for cell P at the new time level (n+1) due
to advection alone, also referred to as the intermediate time level n*.

RHS finite-difference approximation to the terms on the right-hand side of Eq(54).

Depending on the use of different Lagrangian techniques to approximate the advection
term, the mixed Euler-Lagrangian methods may be loosely classified as the forward-tracking
MOC, the backward-tracking MMOC and a combination of these two. MOC and MMOC
were used in IGW 2-D transport model. Both the method of characteristics and the modified
method of characteristics involve the use of a particle tracking technique.

a) Particle Tracking Technique
With the velocity field known, a numerical tracking scheme can be used to move particles
from one position to another to approximate the advection of contaminant front.
Traditionally, the first-order Euler algorithm has been used for particle tracking:
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X = 2 ()

’ (56)
n+l _ At n n
X = R—My (X ,Y )

d

Where X"/, Y"*/ are the particle coordinates at the new time level (n+1); X", Y" are the particle
coordinates at the old time level n; u,,u, are the velocities evaluated at (X",Y" ) which may not
be always situated at a node. A uniform time step size, At, is used for all particles during the
particle tracking. For particles located in areas of relatively uniform velocity, the first order
Euler algorithm may have sufficient accuracy. However, for particles located in areas of
strongly converging or diverging flows, the first order algorithm may not be sufficiently
accurate, unless time step size is very small. In these case a higher order algorithm such as
the fourth-order Runge-Kutta method may be used. The basic idea of the fourth-order Runge
Kutta method is to evaluate the velocity four times for each tracking step: once at the initial
point, twice at two trial midpoints, and once at trial end point. A weighted velocity based on
values evaluated at these four points is used to move the particle to the new position. This
process may be expressed as follows:

| o 2k, + 2k +k,
6
1,421, +21, +1,

Xl’l+1 — Xn

(57)
Yn+1 - Yl’l +

Where
k, =0t (X", Y",t")
[, =Atuy(X”,Y”,t”)

k l
ky =Dtu (X" +—Y" +L,¢" +§)
2 2 2
k l JAYS
L=Nu (X"+LY"+1"+—
2 y( 2 2 2)
ky=0Dtu (X" +k—2,Y” +l—2,t” +£)
2 2 2
k [ At
L=0Nu (X"+=2Y"+2t"+—
s = B, (X4 2 >)

ky = Dtu (X" +k,,Y" +1,t" + )
I, = Du, (X" +ky,Y" +1,6" +Ar)

In IGW 2-D model, first-order Euler method was used in MOC and fourth-order
Runge-Kutta method was used in MMOC.
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From above analysis, one can obviously see that the evaluation of velocity at an
arbitrary point or any non-nodal quantity is required in either MOC or MMOC. The velocity
interpolation scheme used in IGW 2-D transport model is simple bilinear interpolation having
the general form as below (see Figure 5)

u($,m) =G (& +uy @, (§,) +us @ (§,7) +u, @, (8,17 (58)

Where u; (i=1,2,3,4) are nodal quantities; ¢ (i=1,2,3,4) are shape functions which can be
expressed as

aEn = 20D
p (&= LEUZD
1+ 41+ (59)

g & =D
o &m =200
Fo X=X

a
_Y-Y
=%

Other symbols in Eq(59) can be found in Figure 5. The bilinear interpolation was
performed in Subroutine PTLINEAR.

First-order Euler method was implemented in Subroutine TRACKFB_RW . Fourth-order
Runge-Kutta was implemented in Subroutine FORWARDTKO.
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Figure5. Bilinear Interpolation Scheme
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b) Determination of C}

The MOC uses a conventional particle-tracking technique for solving the advection term.
At the beginning of the simulation, a set of moving particles is distributed in the flow field
either randomly or with fixed pattern. A concentration and a position in the Cartesian
coordinate system are associated with each of these particles. Particles are tracked forward
through the flow field. At the end of each time increment, the concentration at cell P due to
advection alone over time increment, C;* , is evaluated from the concentrations of moving

particles which are located within that cell (see Figure 6). If a simple arithmetical averaged
algorithm is used, this concentration can be expressed by the following equation:

NE,
n
2.C

Cy=£—, NP,>0 60
where
NP,, number of particles within cell P (particles marked by empty circles in
Figure 6)
c’ concentration of the i particle at the old time level n, which is assumed to

be constant in IGW.

Eq(60) is also employed in Random Walk method.

The MMOC was originally developed to approximate the advection term accurately
without sacrificing a great deal of computational efficiency. Unlike the MOC, which tracks a
large number of moving particles forward in time and keeps track of the concentration and
position of each particle, the MMOC places one fictitious particle at each nodal point of the
fixed grid at each new time level n+/. The particle is tracked backward to find its position at
the old time level n. The concentration associated with that position is used to approximate

the C ;* term, that is
Cp =C"(X,.Y,) (61)

where (Xp,Yp)is coordinate of the position which a particle starting from nodal point P
reaches when it is tracked backward along the reverse path line over the time increment A¢

(see Figure 7). The concentration at position p at the old time level (n), C" (X ,,Y,),

generally is obtained by interpolating from concentrations at its neighboring nodal points. In
IGW 2-D model, the bilinear interpolation scheme as described in Eq(58) was used.
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© node

® Particle at n time
level

o Particle at n+1
time level

A Particle at n+1
time level

Figure 6. Illustration of the MOC
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Figure 7. Illustration of the MMOC
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¢) Approximation of Diffusion Term

Unlike the FD scheme, the target equation of Mixed Eulerian-Lagrangian Methods
is Eq(29) in which the diffusion term has the similar form as that of Eq(28).

Referring to the course of derivation in FD scheme, diffusion term in Eq(29) may be
approximated as

For traditional control volume technique:

Diff = a}?lﬁrcE +av€iﬁcw + af\?iﬁcN + a?iﬂ‘cs

tayCy tay, Cyy tagCy tag,Cg, _agiffcp (62)
Where
A . an _sz 1
a?lff _(nB s 4 B V. V. )nBR
d
AY D" D’ =D’ 1
a)’ =(mB——>-nB—= 1 y)nBR
d
D D, -D; 1
at” =(nB 2 +nB—= y)nBR
d
AX D° D: -D" 1
as” = mB—y B — =)
d
De +D7‘l 1
a,, =nB—= al 63
NE 4  nBR, (63)
D, +D; 1
ay, =—nB———=
4 nBR,
D, +D; 1
ase = B oy
d
Aoy =N by*D, 1
S 4  nBR,
agiff = a?il/’" +av€!]f +a1[v)iff +a§)iff tay, Tayy tag tag
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For rotational control volume technique:

Diff =a}"C, +a)"C,, +al’C, +al’ C,

+ aNECNE + aNWCNW + aSECSE + aSWCSW - aPlffC (64)
Where
DS, +AS .
a2 = LD, Za J=E,W,N,S
nBRd 2AS,
AS, + S
al = 4B ~D'", Za j=E,W,N,S
nBR, 2AS
y RS, +AS
ol = ~p" Za j=E,W,N,S
nBRd 2AS,
DS, +AS .
ol = D" Zcr Ji=E,W,N,S
nBRd 2AS,
AS, +45 AS, +AS
A g 1 (nB—= *D* av, +nB——-=D" ay},
nBR, 2, 248, “
AS, +AS, . AS, +AS,
+nB— D", ay + nBTD ap)
1 AS, +AS AS, +AS
Ay = B ~ D" ay, +nB—_——-D" ay 65
NW l’lBRd . 2ASW xx O NW ( )
AS, +AS, . AS, +AS,
+nB— D", ayy + nB— D", Ty)
AS, +AS AS, +AS
a5 =———(nB LD g +nB—"——=D" a
nBR, . 208,
AS, +AS, AS, +AS,
+nB——"D", ag + nBTD as;)
AS, +AS AS, +AS
a5y = ———(nB LD, ay, +nB—"——>D" a
nBR, . 208,
AS, +AS, AS, +AS,
B ns, D e B P )
agiff = aé)!lf + av?ilf + azlv)iff + agiff tay, Yayy, tag tag,
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d) Approximation of Time-Derivative Term

The substantial derivative in Eq(54) can be written as

Cn+1 _ Cn*
AXSAYS‘ %C = AXSAYS % = a;’C;H - Si’ (66)
¢ .
Where
. 1
aP = AXSAY; E
| (67)

S" =AX AY. —C¥
f s s At P
For rotational control volume technique, AX;4Y; will be replaced with
AS@ +ASW A“S'I’l +ASY
2

in Eq(66) and Eq(67).

€) Approximation of Source/Sink Term

Similar approximation forms as in FD scheme can be obtained as below

q_YCS = ach + SJQ (68)
Where
a? = Max[—q_,0
P }’lBRd [ q‘v ]
(69)

1
S¢ = Max[q_,01C
f I’lBRd [qv ] N
f) Approximation of Decay Term

From Eq(54), instead having only one decay term as in FD scheme, there are two more
q, R,-10B

decay terms, , —C , need to be included in these methods in addition to the
nBR, BR,
real one decay term. They can be easily approximated as
Decay =a},C, (70)
45
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Where a? =2 +An +Rd —108
" nBR,  BR, 0t

g) Coefficient Matrix Assembling and Solution Technique

After obtaining Cj by MOC or MMOC, from Eq(62) or Eq(64), Eq(66), Eq(68) and

Eq(70), readily gives a set of linear equations for solving the final concentration at new time
level as follow

ADV Diff ' 0 D — 4DV Diff ADV Diff
(ap™" tap” ta,tap ta,)Cp =(a; *ta;”)Cp +(ay +a,”)C,
ADV Diff ADV Diff
t(ay tay")Cy +(ag +ag”)Cq
tay,Cyp Yay, Cyy YagCy tag,Cg,

+50+5, &

The same routine SOR technique was applied to solve Eq(71) in IGW 2-D model. Its
iterative equation can be expressed as follow

ko _ ok G k K+l k K+l
G =G +a_(aECE +a, Gy +ayCy +ayCy
P

k k K+ K+
ta,;Cyp tay, Cyy tagCy +ag,Cg

(0] t k
+S2+58! -a,C}) (72)
Where
_ _ADV Diff ¢ 0 D
a, =a, +ta,’ ta,*ta; ta,
_ _ADV Diff
ap —dag + ag
— _ADV Diff
ay =ay tay
— _ADV Diff
ay —ay + ay
_ _ADV Diff
ag =ag " tag

k 1index of iteration number
a relaxation factor.

The final matrix assembling process is carried out in Subroutine SORCBAR.
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C) Full Lagrangian Method— Random Walk

Lagrangian methods treat the transport of solute mass by a large number of moving
particles, and avoid solving the advection-dispersion equation directly. The random walk
method is a typical example of the Lagrangian methods.

Particle tracking involved in MOC or MMOC was used to approximate/simulate
advection effects only. This technique can not take care of the physical diffusion. The effect
of dispersion can be modeled by the random walk method. In the random walk method the
effect of dispersion is incorporated by adding a random displacement to the particle location
after each advection movement. Each particle is assigned a mass and is moved according to
the equation (see Figure 8):

{Xf"’” =X} +AX,, +AX

ud (73)
Y)' =Y +AY,,, + AY,,

where X"p, X" p, Y"pand Y"'p represent the particle coordinates after successive transport
steps, AX,py and AY spyare the advective displacement in one transport step; and AXp;yand
AYp,yare the random displacement associated with dispersion.

a) Determination of Advective Displacement

The advective displacement in Eq(73) can be calculated by the particle tracking
technique mentioned above. Simple first-order Euler method was used in IGW 2-D to do
such works. In addition to the normal advective displacement, to solve the advection-
dispersion transport equation correctly using the random walk method, the velocity term used
to move particles must contain two components, the seepage velocity plus a velocity
correction terms, the spatial derivative of the dispersion coefficients, which means that an
extra advection-like displacement arising from velocity correction terms must be added.

In 2-D case, the required correction in velocity terms are as

__ 1 1 oD, 0D,
u, =—w, +hu )=—@u, +—>+—2)

R, R, ox oy

(74)

1 1 oD, 0D,
u, =—@w, +lu )=—>(u, + +—)

R, R, Ox dy

Hence, the modified advective displacement becomes
oD, 0D,
AX ,, = L(ux ) AY;
R, 0x dy
(75)

oD oD
AY .y :RL(uy + ayx +a—yy)At
d X v

Note that Eq(75) is obtained by assuming that the first-order Euler method was used only.
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Other methods would lead to different forms.

b) Deter mination of Disper sive Random Displacement

For 2-D transport problem, we must consider random displacements due to both
longitudinal and transverse dispersion. We can express these random dispersive
displacements in the longitudinal and transverse directions as follows

{ZL =N,(0,03)+N,(0,02)=0,N,(0,])+0,N,(0,) 76)

Z,=N,(0,0;)+N,(0,0;)=0,N,(01)+0,N,(0,])

where Z; and Zr are the random displacements in the longitudinal and transverse directions,
respectively; 0, =+2a,UNt ; g, =2a,UDt ; U = Ju’ +u§ ; Op =N2D*At; Ni(0,1),

Nr(0,1) and Np(0,1) are normally distributed random number with zero mean and unit
standard deviations.

c¢) Final Displacement

Referring to Figure &, from Eq(75) and Eq(76), Eq(73) becomes

Xn+1 - Xn +AX +Z A)(ADV +Z AYvADV
oo ax +ay2, T ax?,, Ay
ADV ADV ADV ADV (77)
AY AX
Y};q+1 = Y; +AYADV + ZL - ADV - _ZT = ADV =
\/AXADV +AYADV \/AXADV +AYADV

Eq(77) is the equation using to track particles in our IGW 2-D random walk method.

d) Evaluation of Concentration

In IGW 2-D model, there are two options to visualize plume transport: moving particles
and concentration color map or contour lines. The options need a conversion between
particles distribution and concentration distribution. The conversion in two ways was coded
by VB.

For the converting particles distribution to concentration distribution, the solute
concentrations are evaluated at nodal points and can be expressed as the same form as Eq(60).
The random walk method was coded in Subroutine TRACKFB_RW.
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Figure 8 lllustration of particle movement by Random Walk
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2.2.4 Special Treatments

PSU

a)

b)

d)

e)
f)

g)

h)

As doing in IGW 2-D flow model, computational domain in IGW 2-D transport
model, with dimension of 1 to NI and 1 to NJ, is also expanded to that with
dimension of 0 to NI+1 and 0 to NJ+1 and every parameter at these expanded nodes
is assigned to be zero.

A concentration boundary condition indicator variable ICB() is allocated to identify
cell of the continuous plume source , ICB=-1, or cell of instantaneous plume source.

The cross terms, Dy, and D, , are not usually equal zero in non-uniform flow field
unless the longitudinal dispersivity is equal to the transverse dispersivity or both are
equal to zero (pure advection). In this case, rotational control volume technique has
to be used in order to obtain a non-negative concentration distribution. The
difference in implementation of rotational control volume technique between the
flow and transport models is how to determine the rotation angle 6. In flow model,
0 is assumed to be equal to the anisotropy orientation angle. In transport model,

0 will be assumed to be aligned with velocity vector.

A switch, IPADV was set to skip the burden calculation of diffusion coefficients
when there is no dispersivities in both longitudinal and transverse directions.

In IGW transport model, velocity at well node is assumed to be zero.
FD scheme is always applied at well cell in IGW.
No decay and source/sink terms are considered in random walk method.

No solute concentration in the source/sink has been considered in current IGW 2-D
version, although it has already been coded in theVisual Fortran code.
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2.2.5Matrix Solver

SOR iterative technique was also employed in IGW 2-D transport model. In addition to
SOR technique, Subroutine SORCBAR also give a final matrix which could be solved by
other mean of advanced methods. Main diagonal elements are stored in
SO00(I,J)+CSTI1(I,J)%SP, other 8 set of diagonal elements are stored in those variables listed
Table 7, and RHS vector is stored in variable SUM23(1,J). Therefore, slightly modification
to Subroutine SORCBAR can made the current matrix fit to your preferred matrix solvers.
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2.2.6 Numerical Solution Procedure Flow Chart

The sequence of operations for IGW 2-D transport model is illustrated in the following
flow diagram:

< Initial Concentration > Parameters inputs

| |
v

Velocity Field Calculation
Call Flow Model

ISWEL=1 ? Yes

Particle Tracking
. MMOC
Time

Steps
Loop

v

Diffusion Coeff. Calculation
Call Sub NEW/OLDCOEFTRSP

v

FD Scheme

Matrix Coefficient Assembling and SOR Iteration

» Call Sub SORCBAR <

v
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2.3 Monte Carlo Simulation

Monte Carlo Simulation is used in evaluating the impacts of model input
uncertainty on calculated results. Monte Carlo method is by far the most commonly used
method for analysis of uncertainty associated with complex numerical models. The
primary advantages of the Monte Carlo method are conceptual simplicity, general
applicability, and the ability to quantify fully the uncertainty in model output. The Monte
Carlo Simulation in IGW includes three parts — generating random fields of model input
parameters, solving head and solute transport equations based on the generated
parameters, recursively calculating output parameters’ statistical distributions such as
PDF, CDF.

2.3.1 Random Field Generator

The heart of the Monte Carlo method is the generation of multiple realizations (or
samples) of input parameters that are considered to be random variable. Each random
variable is assumed to follow a certain probabilistic model characterized by its spectral
density function or covariance function. IGW 2-D model uses the Fast Fourier Transform
(FFT) technique as its random field generator.

Assuming that /(?,,t,) is a zero mean 2-D stochastic process with a stationary
covariance function R(7;, )=E[h(t;+T;,t,+ T)h*(t,,t;)], where h*(¢;,t,) 1s the conjugate
function of A(%;,¢;). The spectrum of the stochastic process, S(f;,/>), can be expressed as
the FFT of the covariance function:

S(f'l’fz) = IIR(Z.I’Z.z)eZII(flTlf/{sz)dz-ldz-z

=27 ( fiT,+ /5 (78)
R(Tlarz):_”S(ﬁafz)e hn .zz)dfldfz
Their corresponding discrete FFT are
N,-1N, -1 2k oty
_ N, N,
A Z szl,kze (79)
k; =0k, =0
R = —1 NIZ_INZZ_IS o b Sy +haba f2) (80)
k1,k2 NINZ b= Y ny,ny
Where
N;, N, 2-D domain dimensions
f the frequency
T the time or spatial quantity
A the grid spacing

If 4y 1s a stochastic process and its discrete FFT has the form

PSU >3 MSU



Guideto Visual Fortran-Based DL L Source Code By Huasheng Liao

N, -IN, -1

— —27i(kA Stk fr0)
k1k2 - zz ny, nz PR e (81)

2 n, =0n,=0

then H,; ,> are random.

Assuming,
ElH, ,]1=0
. (n, #m,) (82)
E[Hnl,nZH *ml,mz] = 0

where H* means conjugate function of H, from Eq(81) and using Eq(82), one obtains

N, -IN, -1

= ‘2”(kA Stk Do fon) — =0 33
[ k1k2] ]v]\[2 I;MZZ_;) [ nlnz] ( )
lejz = E[hk1+jl,k2+j2h *kl,kz]
1 N,-1N,-1
z ZE[HHI ,nzH *nl,nz ]6277(j1A1ﬁ11+j2A2ﬁ1z) (84)

CNIN! 55
Comparing Eq(84) with Eq(80) leads to the following equation

E[H,,H*  1=NN,S (85)

Ny, Ny,

It is seen that generating of a zero mean stochastic process /; with a specific
covariance structure becomes generating of another stochastic process H,; ,> in frequency
domain under the conditions:

E[H, ,1=0
E[Hnl,nzH*mllez]:O ’(ni ¢mz) (86)
E[Hnl,nz *n] Ny ] = NINZSnl,nz
If
ny,n, N N Snl My o (87)

and 8, ,, are independent random variables, uniformly distributed over [0, 2 11, then the
Eq(86) is met. For the process to be real, H _,, v, = =H,
0 =0

Ny—-nl,N,-nl nl,n2 *

which implies that

nl,n2 >
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The major steps to generate a realization of zero mean stochastic process can be
outlined as,

1) H,, =0+0i

2)H, =0+0i,forallnyand H_,,

N2
2" )

=0+ 0 for all n;

3) H, ,, =NN,S,,. e for1<m <N,/2-1and N,/2+1<n <N, -1,and
l<n, <N,/2-1,where 6, , are independent random variables, uniformly distributed

over [0, 2 T

4 H, ., =H*, _,y-n-forlsn <N /2-1and N, /2+1<n <N, -1,and
N, +1<n, <N, -1

5) H,,, =N,N,S,, e'% forn2=0and 1<n, <N,/2-1, and for n,=0 and
1<n,<N,/2-1

6) H,,,=H*, ., forn;=0and N, /2+1<n <N, -1
NH,,,=H*, ., fornj=0and N,/2+1<n, <N, -1

then £, ., can be generated by using the inverse FFT

The polygon-based random field generator was coded in Subroutine RANDOM FIELD.
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2.3.2 Governing Equations

The flow and transport equations to be solved in IGW 2-D Monte Carlo Simulation
are Eq(3) and Eq(26). All those methods mentioned above can be applied to IGW 2-D
Monte Carlo Simulation except the random walk method.
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2.3.3 Calculation of Statistical Distributions

The point-based output statistics available in IGW 2-D model are: probability
distribution function or probability density function (PDF), cumulative density function
CDF, the mean or first moment, the standard deviation or second moment, the skewness or
third moment and the kurtosis or fourth moment. The mean’s alternative estimators, such as
median and the mode, and the average deviation can be also calculated in IGW 2-D model.
The filed-based output statistics include the means, variances and 25 pair of auto or cross
co-variances. All the field-based statistics are updated recursively as increasing of number of
realization (samples) .

In current IGW 2-D model, the output parameters involving the statistical calculation
include hydraulic conductivity, head, concentration and the flux through a polyline.

A) Point-Based Statistics

Let a set of values , x,,x,, -+, X,,-*-, X, represent the values of one of the output

parameters at a specific point (nodal or non-nodal point) with respect to different realizations,
we have

PDF Histogram or Bar-graph p(x):
This process can be implemented by following the steps:

a) XmaXZMAX(x19x29'"9xia"'axN);
b) Xmin:MIN(xlbx29'"9xia"'axN);
-X

ax min

X
c) By giving number of intervals, M, obtains Ax = mT ;

d) summing up the total number of data which value is between each interval

M
[x;,x,,]10=12,....M), n;, (note that Zn_/ =N),
j=1
n;

N (88)

e) calculating PDF: p(x;) =

CDF Histogram or Bar-graph:
A CDF can be derived from a PDF by the following formula

c(x) = _Emm p(x)dx

or

clx,) = Y p() (59)

al
I

(90)

= |~
M=
=
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Standard Deviation:

J=\/ﬁg(x[ - X)? 1)
Skewness:
Skew = %é@ (92)
Kurtosis:
Kurt = {%g@} -3 (93)

Average Deviation:
N —

ADev = %Z‘xi - X‘ (94)
i=1

Median:
The median of a probability distribution function p(x) is the value X,cq for which
larger and smaller values of x are equally probable:

[ pyar=0.5= [ peoax (95)

This is an implicit equation for X4 It can be solved iteratively by given p(x) .

Mode or Maximum like-hood:
The mode of probability distribution function p(x) is the value X,oq of X where it takes
on a maximum value.

P\ x, ., = Puux (96)

This is also an implicit equation for X,,0q. It can be solved simply by finding the
maximum value of p(x;) , then, gives directly, X, = x;. This simple method was used in

our IGW 2-D Monte Carlo Simulation.

mod

Note that in point-based statistics calculation all the values of realizations sampling at
one point (it may be nodal or non-nodal point), x, , are stored in an array first, then those

statistics mentioned above are computed based on this series data. It means that the mean X
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used to calculate other high order moments is more accuracy than that obtaining from
recursive method. The statistics calculation has been packaged in Subroutine CALPDFCDF.
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B) Field-Based Statistics
Assume that f(x,y) is a random filed, by invoking the statistical theory, leads

Recursive Mean:
—(k f(k_l) k-1)+
FP (x.y) = (x,y)(k ) f(x,y)’ i

where k£ is index of realizations. The total number of realization, N, may be limit or infinite
in IGW 2-D Monte Carlo Simulation.

=12,....N, (97)

Recursive Variance:

AR (3 R VA CR ST R0

o® (x,y) = p

N, (98)

Recursive Covariance;

Given two random fields f{x,)) and g(x,y), the covariance between point Pyx,y) and
Pg(x9,y9) can be expressed

w _ @0 @y (k=D
k
LS00 = F Y (), 00) = G (g, )]
k
k=12,...,N, 99)

S8 (%0, 50)

Note that if P;or P, is not nodal point, then Eq(58) has to be used to obtain f(x, ), F(x, ¥)
or g(xy,¥,), G(xy,¥,)-

k
f(x,)g' (x4, ¥, )( ) was stored in array COV() in the source code. It is also pointed out that

recursive mean dose not represent the real mean that can only be obtained after knowing the
whole values of all the considered realizations. To obtain a real mean, one has to store the
whole values of all the considered realizations first, then calculate it. In IGW 2-D Monte
Carlo Simulation, recursive mean is still adopted to deal with the field-based statistics
calculation in order to save the huge memory, although somewhat not-good-enough statistics
results occur by doing so (such as 0 or those covariances). Field-based statistics calculation
was carried out in Subroutine COVHC.
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2.3.4 Special Treatments

PSU

a)

b)

An array COV, which contains all 25 pair of co-variances, is allocated as a dynamic
array. Storing data to COV or fetching data from COV has to follow a certain rule
that is used in order to save memory and reduce the numbers of calling dummy
arguments interacting between VB and VF.

In current IGW 2-D version, only the hydraulic conductivity is considered as random
in our Monte Carlo Simulation. Other model input parameters are still assumed to be
deterministic ones.
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2.2.5 Numerical Solution Procedure Flow Chart

The sequence of operations for IGW 2-D Monte Carlo Simulation is illustrated in the
following flow diagram (The whole operations were organized by using Visual Basic
Language) :

Parameters inputs

v

—» Random Field Generation
Call RANDOM_FIELD

!

Call Flow Model and/or Transport
Realization Model
Loop ¢

Statistics Calculation
Call CALPDFCDF and COVHC

Yes
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2.4 One-Layer-Based Profile Model

Unlike most current profile models, one-layer-based profile model in IGW is not a
simple vertical 2-D model but has something new. Basing on the plane 2-D model, it uses a
slice with certain thickness to approximate a profile model (see Figure.9). Further more, in
our profile model, the summation of fluxes entering or leaving the slice has been taken into
account as the approximated contributions from the third dimension. This new technique
make our profile model giving much more 3-D-liked results. The assumptions made in this
model are:

a) Information of a profile model, such as its location, hydraulic features and boundary
condition, comes from a plane 2-D model;

b) Use rule of ‘point to line’ to define profile model’s boundary conditions which means
that node-based information from plane 2-D model without or incapable of providing Z
coordinate was assigned to all the nodes located on the vertical line going through this
node. For example, from Figure 9, if the information of node B is constant head node,
then all the nodes discretized from line BB’ in vertical model (see Figure 10) will be
assumed to be constant head.

¢) No transient effectiveness has been considered yet in current version.

2.4.1 Governing Equation

Considering a coordinate system OL TZ shown in Figure 10, Eq(1) can be written as the
following form

ah oh 0 oh 0 oh
+ K + K
or OX (K, 6XL) aXL( Lz OXZ) aXL( LT OXT)

0 oh 0 Oh 0 Oh

+q, (100)

Taking integration of Eq(100) for the whole slice along the transverse direction , that is, from

b b .
X, =—5 to X, =E,glves

Oh _ o 0 o
T
o aX o XL) OXL( t OXZ)
0 oh 0 oh

+0;, +0, (101)
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where
S=Sb
T, =Kb
b
21 0 0h
=2 K dX
0, f-g{ax,( TTaXTﬁ .

Q. source/sink term after averaging over transverse direction within [-b/2,b/2].

It is seen that Q7 actually represents the net transverse direction flux entering and
leaving the slice which is calculated from the plane 2-D model . Note that Eq(101) implies

the following assumptions

%(Ku ai(—hT) =0
oy Kn g )=0
%(KZT ai(—h) =0
%(KTZ a%) =0

(102)

Eq(101) is the governing equation of our profile model and can be solved by the
previous methods mentioned in IGW 2-D flow model. Calculation of Qr, was implemented in
Subroutine FLUXFORVMD, solving Eq(101) can be achieved by calling Subroutine

TSHEAD.
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2.4.2 Discretizing Conceptual Featuresof Profile M odel

When a profile location created in a plane 2-D model crosses the conceptual features of
plane 2-D model, such as aquifer top or bottom, river bed, river stage, inactive cell and so on
(see Figure 9 and Figure 10), these features must be appended to the profile model. These
conceptual features is then transferred or mapped to numerical parameters evaluated at nodal
points. In IGW profile model, the conceptual features can be classified as point-related
feature such as inactive cell and poly-line-related feature such as river bed.

A) Approximation to Point-Related Conceptual Feature

Figure 11 illustrates an example of mapping a point-related conceptual feature to the
nodes. There are two steps to be followed in this mapping process:

a) Searching for the nearest node (B or index of (i,j)) to the sampling node (A)
according to the given coordinates of A(X;', X)) and AX;, AXy;

In IGW profile model, the following formula is used to locate the index(i,j) of the
nearest node

X -Xx¢
i =int(———L)+1
AX,
o x0 (103)
j=int((———%) +1
AX,

where (X f , X ZO ) is original coordinates of computational domain in profile model.

b) Following the ‘point to line’ rule, assign the parameter value, p at node A to that at
node B and those at nodes located on line AA”’, that is

{pf"’” - | (104)
p[l :pA7 lz]a]_la---ajA'
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L

Node sampling : : Map AtoB
Dig from Plane 2-D model © Nodein Profile Model i)

Figure 11 Mapping A Point-related Conceptual Featureto Nodes
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B) Approximation to Poly-line-Related Conceptual Feature

Poly-line-related conceptual features that are presently available in IGW profile model
include aquifer’s top, aquifer’s bottom, water table, river stage, river bed, river leakance,
drain elevation, drain leakance, wells with screen thickness and constant head with given
distribution along Z direction (this feature is available in VF source code only). The basic
idea of mapping a Poly-line-related conceptual feature is shown in Figure 12. The whole
process can be implemented by following the steps as below,

a) With AX; providing, the considering polyline is divided into N, segments for which
their two end pints are located on vertical grid lines (Z direction), this work is
automatically done by VB interface when drawing a profile location in a plane 2-D
model;

b) For each segment AB, as shown in Figure 12, maps its two end-points to the nearest
nodes A’ or (i,,j,) and B’ or (i,,/,),

4 _ yoO
iA' :lnt(ﬁ)-}-l
L
4 _ yoO
jA, :il’lt(M)-Fl
z
(105)
B _ yoO
iB' :lnt(ﬁ)-}-l
L
X2-x7
JB ( AX, )

c) Assigns values of end-points A and B to nodal points A’ and B’:

{p(iA»jA-) =p, (106)

p(iB"jB') =PDs

d) As shown in Figure 12, there may be the time when the segment AB crosses multiple
horizontal grid lines (L, Longitudinal direction). Such case will lead

ABS(j, = jp)22 (107)

If Eq(107) is true, those nodes between the two points of A’ and B’ must be mapped
as the same conceptual feature as the two end-points and their parameter values are
calculated by using a linear interpolation,
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.. s s [ =10,,0p
o edSy 45, 108
P, j)=( I)PA [P {j:jA,H,-“,ti—l o

where s and / are denoted in Figure 12.

Note that parameter value p(i,j) can be one of those poly-line-related conceptual features
mentioned above.

Steps to approximate to a well with screen thickness (Z;r and Z) are little bit different
from those described above. After obtaining J ,, and J, corresponding to Z,r and Zg, Well’s
pumping or injection flow rate Q,,.; was uniformly distributed to the nodes within [J ., J ]
according to the following equation:

Q~ = Qwell
’ ABS(jp = Jj4)*1

> j:jA""'ajB' (109)
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Figure 12 Illustration of Poly-line Related Conceptual Feature M apping
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C) Deter mination of Computational Domain

Referring to Figure 13, one can see that the computational domain in profile model
depends on a combination of aquifer top (T-T), aquifer bottom (B-B), bed elevation of river
or drain (E-E) and water table (W-W). The procedure to determine the computational
domain is listed as below

a) Upper Boundary
Upper boundary should be determined by T-T, E-E and W-W. The first thing need to
do in IGW profile model is to determine the intersection points among T-T, E-E and
W-W. From Figure 13, we have:

{P,,.P,} =WW nTT (110)
{PWEI’PWEZ’PWE37PWE4} = WW n EE (111)

With these intersection points providing, taking the figure 13 as an example, the
upper boundary is formed by T- B, - By, - By - Bygs - Bygs - By, -T and the position
of most top of this boundary, Z.x , can be further determined. (in Figure 13, Z,=

PWTI)

b) Lower Boundary
Lower boundary usually comes from the aquifer bottom in our one-layer-based profile
model. There are some special cases that a river may go through the whole aquifer,
then the same method using to configure upper boundary has to be used. The current
IGW profile model always uses the aquifer bottom as the computational lower
boundary, that is B-B as shown in Figure 13.

The position of most lower of this boundary, Z, , can be further determined.

¢) Computational Domain

A rectangular shape made by most-left boundary which is always a vertical line,
most-right boundary which is also a vertical line, line Z=Z,,x and line Z=Z,;, can be
finally obtained with Z,.x and Z.,;, known. A computational grid system can be
configured out in the domain (see Figure 13).

d) Inactive Cdll
Regions out of the upper and lower boundaries in the computational domain are
considered as inactive cells. Figure 13 is self-explanatory.

€) Boundary Conditions
In IGW profile model, boundary condition on most-left or most-right boundary is
always assumed to be either constant head or no-flow. Lower boundary is assumed to
be no-flow boundary condition. However, boundary condition on upper boundary
becomes a little bit complicated due to the fact that there are always multiple
conceptual features exist simultaneously on the upper boundary. For example, in
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figure 13, upper boundary can be divided into the following seven parts, and each part
implies different conceptual feature:

T—=PFy:

R
Pypy = Bygy
By = Bygs -
By = Byps -
Bygs = Byry
Py, =T

Aquifer Top (confined)
Water Table or Head Given (unconfined)
River Bed (river cell)
Water Table or Head Given (unconfined) (112)
River Bed (river cell)
Water Table or Head Given (unconfined)
Aquifer Top (confined)

Hence, the boundary conditions can be described as follows

T—=PFy:

Byry = By
Pypy = Bygy
Py = Bygs -
Py = Bypy -
Bygs = Byry
Py, =T

no - flow
constant head
river cell
constant head (113)
river cell
constant

no - flow

All the features shown in Eq(113) are polyline —related conceptual features. The
approximation method described in section B) should be used to map these feature to nodal

points .

The mapping works mentioned in above sections A), B) and C) were grouped
together by Subroutine NEWCELLCNCPT.

PSU

73 M SU



Guideto Visual Fortran-Based DL L Source Code By Huasheng Liao

L

]
&‘ Constant Head Cell = Aquifer Top/Bottom

% Inactive Cell wunnr Water Table = |ntersection Point
River Cell == = River Bed

Figure 13 Illustration of Determining Computational Domain

PSU 74 MSU



Guideto Visual Fortran-Based DL L Source Code By Huasheng Liao

2.4.3 Special Treatments

a) In order to have an appropriate convergent solution to the profile model, ratio of grid

spacing in longitudinal and vertical direction, —=, was specified according to the
zZ
anisotropic ratio as below

AX,
=R . 114
AX, anisf (119

: . . . K'
where R, . is the anisotropic ratio: R, =_K'XX i
zz

b) River cells were assigned to the cells just adjacent to the river-bed cells (see Figure
13)

c) Ifthere is any case of that river-bed is larger than river stage as shown in Figure 14,
then part of the river cells (AB and CD in figure 14) were turned into to drain cells ;

Water Table

Figure 14 River Cell = Drain Cell

d) For transient case, no transient effectiveness was considered in the current profile
model except the transient water table obtained from the plane 2-D model. In other
word, steady-state calculation is always performed in IGW profile model no matter
what the case is transient or not.
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2.4.4 Numerical Solution Procedure Flow Chart

The sequence of operations for Profile Model is illustrated in the following flow diagram:

Creating Profile Sampling
Location in Plane Information from
2-D Model Plane 2-D Model

v

Calculating Net Transverse Flux
Call FLUXFORVM

v

Mapping Conceptual Features to
Numerical Nodes
Call NEWCELLCNCPT

v

Head Calculation
Call TSHEAD
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3. Three Dimensional Model Source Code

3.1 Flow

3.1.1 Governing Equation
The partial differential equation describing flow in porous medial is Eq(1), and can be
re-written as

Yo ox, 7 GXj
Where
S5 storage coefficient of the porous materials
h  hydraulic head
K;; hydraulic conductivity tensor

X; Cartesian coordinate.
qs source/sink

S )+q, (115)

With knowing head 4, the seepage or linear pore velocity can be defined as

K.
v, = __”a_h (116)
n 0X,;

Where 7 is the porosity of the porous medium.

As mentioned in 2-D models, the hydraulic conductivity tensor, Kj;, should have nine
components in 3-D cases and those non-principal components (cross terms) very easily
cause the ‘negative coefficient’ in the derived discretized matrix. The Rotation Control
Volume Technique is needed to avoid such situation. In IGW 3-D, only the first principal
hydraulic conductivity, K’ , is given. The second and third ones, K’), K’.. are obtained
from the given anisotropy ratio. Again, as described in 2-D models, when K’; are not aligned
with the X; coordinate axes, anisotropy orientation angles, @and [ (see Figure 15) will be
given in order to determine the rest of six components in the tensor K;;. Being a second-rank
tensor, the transformation of K;; from one coordinate system (say, X;) into K ’; in another
coordinate system (say, X;), is given by

qu :K'ijapiaqja iajapaqzlaza?’ (117)

where @, is the direction cosine between the axes X, and X', , which can be calculated by

the given anisotropy orientation angles, fand £.

Ifthe X', coincide with the principal directions of hydraulic conductivity, we have:

K, =K\, a,a,+K',a,a,+K,a,a,, i,j=123 (118)

y
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Eq(118) was used in IGW 3-D model to convert the input K; from VB interface to Kj; in
which there may be non-zero cross terms.

Figure15 Two Orientation Angles @ and 3 Needed to Definethe Geometric
Anisotropy of Hydraulic Conductivity Structurein 3D
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3.1.2 Grid Layout

As described in 2-D models, in IGW, parameters are assigned to a block or a cell.
Placing a representative node in the center of each cell forms the grid layout using in our
spatial discretizing. Figure 16 shows a typical node-cell and its neighborhood of current use.
The figure is self-explanatory, and those grid related geometrical quantities used in the
scheme are illustrated in the related figure 17 to figure 19. The following table is a list of the
variables using in the code and their counterparts in these figure,

Table 9
Notation in Figure 17 to 19 | Variable in Code
X coordinate Xijk X(LJ,K)
Y coordinate Yi Y(LJ,K)
Z coordinate Ziik Z(1,J,K)
X-Grid Spacing AX; HX()
Y-Grid Spacing A4Y; HY(J)
Z-Grid Spacing AZ;; Calculated from aquifer’s thickness
X-CV area AXs DXS(I)
Y-CV area AYs DYSQ)
7Z-CV area YAVAS Calculated from aquifer’s thickness

It is noted that Visual Fortran code is written based on non-uniform grid spacing,
although a uniform grid spacing has been used in IGW interface. The quantities at the cell-
face, such as K°;, must be evaluated in terms of nodal values before proceeding the
calculation. There are many methods available to handle it, such as those of linear
interpolation, harmonic averaged, etc. Harmonic mean was adopted in IGW 3-D model. X-
velocity u, 1s located on the East and West cell-faces, Y-velocity u, is located on the North
and South cell-faces and Z-velocity u, is located on the Top and Bottom cell-faces . This
arrangement will make use of cell-face K;; which is the real one involving in the calculation,
and central difference scheme to approximate the head gradient between two known nodal
heads. To obtain the velocities at nodes, an interpolation method or simple arithmetic mean
has to be used. Arithmetic mean has been used in IGW 3-D model. Subroutine
NEWUVXIJQT3D has the details. A linear interpolation should be used to evaluate the nodal
u, if the elevation of aquifer top or bottom is not uniform.

To adapt non-uniform aquifer thickness, non-constant Z-direction grid spacing is used in
IGW 3-D model. Unlike the grid spacing in other two directions having the following feature:

AX, , =AX, , jk=12,...
{ S (119)

AY, ,, =AY, , ik=12,...
AZ, ., is no longer constant for the same index k but dependent with indexes i and j in 3-D

models. This will result in an irregular grid system for the case of non-uniform aquifer top or
bottom elevation. An example of such case is shown in Figure 20. In the following course of

derivation, for the simplicity purpose, AZ, ,, is still assumed to be constant in those

equations but actually non-constant in the source code.
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XY Plane
XZ Plane

R YZ Plane

The invisible nodes in this figure include P, N, NW, NB. NWB

Figure 16 Grid Layout of 3-D Model
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Figure 17. Typical Cell and Notation in XY -Plane
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Figure 18. Typical Cell and Notation in XZ-Plane
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Figure 19. Typical Cell and Notation in YZ-Plane
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Figure 20 Irregular Grid Layout of 3-D Model
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3.1.3 Schemeto Discrete Equation

A) Traditional Control Volume Technique

As mentioned above, despite of the fact that Kj; easily causes a ‘negative coefficient’
in the derived discretized matrix based on the traditional control volume technique,
traditional control volume technique will still be employed in our IGW 3-D model for
purpose of comparison.

a) Approximation to Diffusion Term
Referring to Figure 16 to Figure 19 and applying control volume technique, diffusion
terms of Eq(115) may be written as,

J-J, 6 J -J J —-J
le]‘:AXbAKAZA( eAX n 5 4 t b

AY, AZ

N

Yo+

s

) (120)

Where J., J,,, J,, J, J; and J,, are the fluxes through east, west, north, south, top and bottom
cell-faces respectively. They have the following forms:

e h _h e hne _hse e "Me _h e
Je = Kxx £ = + ny Xz :
AX AY, IAVA
JW :K;; hP _hW +K;; hnw _hsw +K;; htw _hbw
— n h _h n ne _hnw n hn My
J, = W NAY . »x ] +Kyz tAZS
h,—h h,—h h,—h (121)
J‘- - KS) P S +KSX se sw +KSZ st sb
S »y AY V- . V- AZS
J =K' hT _hP +K! hte _hrw +K! hnt _hst
t zz zx . zy AY)
J - Kb hP _hB +Kb hbe _hbw + b hnb _hsb
b zz AZ zx . zy AYY

All symbols in Eq(121) were denoted in Figure 16 to Figure 19.

Note that non-nodal quantities in Eq(121) must be evaluated in terms of nodal values.
The same simple four points averaged scheme as used in 2-D model has been used in IGW 3-
D model. After re-arranging Eq(121), Eq(120) becomes

Diff = agh, +ayhy, +ayhy tashg +ah, +agh,
tayshyg tayyhyy taghg taghg,
tayhy taghy taghyg taghg
taphpy Y agyhyy taghy taghy,
(122)

—aph,
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Where
AYAZ K K —K;, K. -K!
aE - K sTOax 4 - - AZX + zx zx AYY
AX 4
AYANZ K" K| -K, K! -K!
aW = s sTUXX ) V- L= zx zx AYY
AX 4
n e w t b
o DXAZKL KKy KL KD
AY 4
s e w b
.= A AZ K, K -K. . K, -K" At
AY 4 4
AXAY,K', K¢ -K" K. -K},
aT = s sT 7z o4 Xz Xz AYY + V: V: AXY
AVA ‘ 4 ‘
AX AY,K" K¢ -K! K. -K,
aB - s st hzz Xz Xz AYY _ V- V- AX‘Y
AZ 4
K + K}, K + K,
Ang :%AZS’ Ay = _%AZS
K¢ +K°, Kl +K,
ag = —% L, Agy :%AZ‘Y
K +K! K +K!
Ay =—= = AYs , gy =T = AYS
K. +K, K. +K],
Ary :_TAY; > Ay :TAY;
K' +K! K' +K’
anr :%AXS > Qg :_%AXS
K +K' K +K!
ag :_% s aSB:%Ms

aP =aE +aW +aN +aS +aT +aS +aNE +aNW +aSE +aSW

tay tag tap tag, tay tay tag tag

(123)

This process was implemented in Subroutine OLDCOEFFLOW3D. A derived type
variable CST2 was used to store these coefficients:

Table 10

Notation in Eq(123) Variable in Code
ag CST2 (IJLK)%SE
aw CST2 (1J,K)%SW
ay CST2 (1J,K)%SN
ds CST2 (LJ,K)%SS
ar CST2 (LJ,LK)%ST
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ag CST2 (LJ,K)%SB
ane CST2 (LJ,K)%SNE

anw CST2 (1J,K)%SNW
ase CST2 (1,J,K)%SSE

asw CST2 (L],K)%SSW
are CST2 (LJ,K)%STE

anr CST2 (LJ,K)%SBE

ary CST2 (1J,K)%STW
asw CST2 (1J,K)%SBW
anr CST2 (1,J,K)%SNT

ang CST2 (1J,K)%SNB
asr CST2 (LJ,K)%SST

ass CST2 (1,J,K)%SSB

ap CST2 (1,J,K)%SP

From Eq(123), it is very obvious that aygz, anw, ase asw, are, ase arw, asw, anr, ans
ast, and asp, may easily turn into negative ones, for example, ayy <0 and asg <0 when
K.,>0; or ayg <0 and agy <0 when K, <0.

b) Approximation to Time Derivative Term
For transient flow, a backward finite difference scheme is used to approximate the
time-derivative term

n+l _ g n
S% = S%AXSAYSAZS =aLh™ - 8 (124)

Where 4" is the head at new time level n+1, 4" is the head at old time level n and

al :AXSAYSAZSA%

5 (125)
St =DX DY, AZ, 2 h"
At

c) Approximation to Source/Sink Term

Source/sink term may include head independent one such as well or recharge and head
dependent one such as river or drain. General head and evapotranspiration were included in
IGW 3-D model. The evapotranspiration simulation reflects the effects of plant transpiration
and direct evaporation in removing water from the saturated ground water regime. The
approach is based on the following assumptions: (1) when the water table is at or above a
specified elevation, A, termed the “bottom elevation of surface land” in this guide,
evapotranspiration loss from water table occurs at a maximum rate specified by the user; (2)
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when the depth of the water table below the /;, exceeds a specified interval, termed the
“extinction depth” or “cutoff depth™ in this guide, evapotranspiration loss from water table
ceases; and (3) between these limits, evapotranspiration loss from water table varies linearly

with water table elevation (see Figure 21).
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Figure 21 Illustration of Evapotranspiration Distribution
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Head independent source/sink terms can be directly added to Right Hand Side (RHS)
vector, however, head dependent source/sink terms must be divided into two parts: one goes
to RHS vector, another one goes to the main diagonal entry after linearized . In general, Q
can be expressed as

Q=agh, +S/Q' (126)

Table 11 is a list of source/sink available in IGW 3-D model and their corresponding ap¢ and

SP.

Tabel 11
Type of ‘ a’ S? Marks
Source/Sink ‘
Well 0 Quell
Recharge 0 qAX AY .
River Lriver AXS AYX‘ Lriver AXS A Yx hriver h >Rbed
0 LriverAXxAYs (hriver - Rbed ) h<Rbed
Drain L drain AXSAYS L drain AXSAYY D bed h>Dbed
General Head LG AXS AYX‘ LG AXS AYX‘ hmurce
0 gL AT, =
Evapotranspiration p i:fAXYAYg p i:fAXgAYY (he-d)<h<h,
= =2, ~d)
d d )
0 0 h<(hs-d)
Where
Ower  well’s flow rate (L*/T);
q recharge rate;
Ly iver river leakance ;
Lirain drain leakance ;
Lg general head leakance ;
Nyiver river stage;
hsouwrce  source head;
Ryoa bottom elevation of river;
D poa bottom elevation of drain
g the maximum value of evapotranspiration loss
h elevation at which the maximum value of evapotranspiration loss occurs
d the cutoff or extinction depth
89
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There may be different kinds of source/sink applying at the same nodal point, therefore,
ap? and S/Q in Eq(126) actually are summation of the contributions from all kinds of
source/sink. Implementation of this process was done in Subroutine ADDQS13D (head
independent source/sink) and Subroutine ADDQS23D(head dependent source/sink).

d) Matrix Coefficients Assembling
From Eq(122), Eq(124) and Eq(126), readily gives a set of linear equations as follow

(ap +a, + ag Yap = aghy +ayhy, tayhy tashs +ach, +aghy
tayshyg tayyhyy taghg +ag,hg,
tayhy tayhy taghg taghg
tapyhpy Y agyhyy taghy taghy,

+S5¢+58, (127)

It is seen that there are 19 diagonal entries in the derived-coefficient matrix when
applying traditional control volume technique.

€) Matrix Solver

Solution to Eq(127) can be obtained by using SOR technique or other efficient matrix
solvers. SOR was adopted in IGW 3-D model. Its iterative equation can be expressed as
follow

a

K+l _ 7k
h,” =h, + 0
(ap tap +ap)

k K+l k K+l k K+l
laghy +ayh,” +ayhy vaghg +ahy +ayhy

k k K+ K+
tayhy *ayyhy, Yaghg +aghg,

k k k K+l
tayhyy +ayghy *aghg +aghg

k k+l k k+1
+aTWhTW +aBWhBW +aTEhTE +aBEhBE

+S7+S), -(a, +a, +a)hy} (128)

Where k is index of iteration number and ¢ is relaxation factor.

The final matrix assembling and iterative processes are carried out in Subroutine
SORHEADTS3D.

B) Rotational Control Volume Technique

As described in 2-D model, the proposed rotational control volume technique can give
surety that the coefficients in the derived discretized matrix are always positive. A typical
rotational control volume is shown in Figure 22. Always keeping the local X, Y Z_
coordinate system (see Figure 22) in mind will help understand the following derivation.
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Figure 23 Geometric Notation in A 3-D Rotation Control Volume
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a) Approximation to Diffusion Term
Referring to Figure 22 and Figure 23 and applying control volume technique in the
local coordinate system, diffusion terms of Eq(115) may be written as,

AS +AS. AS, +AS

Diff = b -J
iff 2 2 V. =J,)
+ +
P BT BB - )
2 2 ‘
AS + +

where J, , J,,, J., Js, Ji, and J, are the fluxes through east, west, north, south, top and bottom
cell-faces:

J = Kve hRE _hP
e xx ASe

J — Kvw hP _hRW
w xx ASW

o By =

Jn Yy RZSH . (130)

J - KvS hP _hRS
’ . ASS

J — Kvt hRT _hP
t zz ASt

J - Kvb hP _hRB
b zz ASb

All symbols in Eq(129) and Eq(130) were denoted in Figure 22 and Figure 23. K’;; are
the principal components of hydraulic conductivity tensor which were given as input
parameters by VB interface.

Note that non-nodal quantities in Eq(130) must be evaluated in terms of nodal values.
Unlike in 2-D model, the interpolation scheme using to evaluate those non-nodal quantities
must be bilinear or higher order scheme. Bilinear interpolation scheme described in Eq(58)
has been used in IGW 3-D model.

In 3-D case, RE, RW, RN, RS, RT and RB are intersection locations of each principal
direction line and the arbitrary polyhedron shaped by node P’s 26 neighboring nodes , E, SE,
S, SW, W, NW, N, NE, TE, STE, ST, SWT, TW, NWT, NT, NET, BE, SEB, SB, SWB, BW,
NWB, NB, NEB, T and B ( see Figure 20 and 21). They obviously vary with the given 6
and [3 so that those non-nodal quantities %z, hzw, hry , hrs, hrr and hgp, have no fixed nodal
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points to be related (see Figure 22). In general, each of /g, hgrw, hry , hrs, hrr and hgp, can
be expressed as follows

hRE = ZatEht

hRW = zalWhl

hey =D a)h,

hRNzgaSh (131)
RS [

hRT = zazThz

hyy =2 07h,

Where a/ G=E, W, N, S,T, B; i=E, SE, S, SW, W, NW, N, NE, TE, STE, ST, SWT, TW,
NWT, NT, NET, BE, SEB, SB, SWB, BW, NWB, NB, NEB, T, B) are shape functions
which also has the following properties:

dYa, =1
,- (132)
al >0

The shape functions were stored in the corresponding variable named WPLT(27) in the
source code .

Substituting Eq(131) and Eq(130) into Eq(129), the following equation is obtained

Diff =azhy +ayhy tayhy taghg +azhy +azh,
tayphye *ayyhyy *aghy taghg,
tayhy tayhy taghg taghg
tapyhpy Y agyhgy taghy taghy,
ta e hyer + Agprhser t Agpr gy + aypr By

+ Ayl * Aspphgep + Aguphas + Ayppls

—aph, (133)

Where
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AS, +AS. AS, +AS, AS, +AS. AS, +AS,
Ayg = IAS t2 mea£E+ IAS bexazvaE
AS. +AS AS +AS, . . AS +AS AS, +AS, .
TS o Kt o K
AS +AS AS +AS AS +AS  AS +AS
+ e w n s K'tzz a]{]E + e ) n s Kvlzjz a[l\?fE
208, 205,
AS +AS. AS, +AS, AS +AS. AS, +AS,
aNW = 2AS€ t 2 : K xx alﬁ\;W + 2ASw 2 : K Xxx K’VW
AS€+ASW ASt+AS "m N AS6+AS'ASt+AS 1S N
" Toas K 20 ~ K G
AS +A +A + AS +
+ Se Sw ASn Ss K!lzz a]{]W + ASe ASW Sn ASS KIIZJZ a}l\iW
20, 20, 2
AS +AS AS, +AS AS +AS AS, +AS .
0 =05 OSSO, o g (B OS S, o g
AS€+ASW ASt+ASb " N AS6+AS'ASt+ASb 1S N
" Toas A TN > Kl
AS +AS AS +AS AS, +AS  AS +AS
+ e w n s K'lzz O,§Tf + e w n s KVZ;Z agE
20, 2 20, 2
ASn +AS9 AS[ +AS re ASn +ASS AS[ +AS "w
aSW - 2AS ‘ bex fVV 2AS bexa?W
AS, +AS, AS, +AS, . DS, +AS. AS, +AS,
T | T AT t 2 Nl
AS +AS AS +AS AS +AS  AS +AS
+ e w n s K'lzz O,;"W e w n s KﬂZ?Z a,é?W
20, 20, 2
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AS +AS AS, +AS AS +AS AS +AS
Ay =— - CK' a2 - “K'
208, 2 205 2
AS +AS AS +AS, . . AS +AS AS +AS, .
TS IR LAY 7w
AS +AS AS +AS AS +AS AS +AS
+ e w n s Kvtzz a]{]T + e w n s K'l;z aST
2, 2 20,
AS +AS AS +AS AS +AS AS, +AS .
aNB = 2”AS > : 2 : K'ix a]ﬁB + 2”AS > : 2 : K”)/:x a]!:/VB
AS€+ASW ASt+AS "m N AS€+ASW ASt+AS 1S S
" Toas K 20 K
AS +A +A + AS +
+ Se Sw ASn Ss Kvlzz a]{]B + ASe ASW Sn ASS KIIZJZ af/B
24, 2 245, (1340
ASn +AS€ AS[ +AS e ASn +ASS AS[ +AS "W
aST: 2AS A 2 beanl'ET-'- 2AS bexa.?;'
AS@ + ASW AS[ + A'S'b " N ASe + ASW ASI + ASb 1S N
" Toas Koo ¥ 00 2 Nl
AS +AS AS +AS AS +AS AS +AS
+ e w n s Kvlzz a§T + e w n s K'};z aﬁT
20, 2 20, 2
ASn +AS9 AS[ +AS re ASn +ASS AS[ +AS "W
aSB: 2AS ‘ 2 bexag'i’-'- 2AS 2 bexag
AS +AS. AS, +AS, . AS,+AS AS, +AS, .
" Toas | SR TY: 2 Kl
AS +AS AS +AS AS +AS  AS +AS
P A5 TOS, A5, O, o g, 4 BRS80S, g g
t b
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AS +AS AS, +AS, AS +AS AS +AS,
NET = 2AS t 2 : K xx ﬁET + 2AS : K aII/VVET
L DS, +AS, AS, +45, K" a AS, +4S, AS, +8S, .
20, 2 Ter 208, 2 W
AS +AS AS +AS AS +AS  AS +AS
+ e w n s K|t NET e w n s KIIZJZ a,]léET
20, 20, 2
_AS, +AS. AS, +AS, . AS, +AS. AS, +AS,
Aywr = 2AS 2 K NWT IAS 7 K NWT
+ AS@ +ASW AS[ +ASb Kvn AS@ +ASW ASt +ASb Ku
2AS NWT 2AS NWT
JOS HAS, 85, +BS, oy or DS, +DS, DS, HAS, oy
2AS NWT 2AS NWT
t b
ASn +AS€ AS[ +AS e ASn +ASS AS[ +AS "W
aSET = 2AS ‘ : K XX afET + 2AS : K SET
AS@ +ASW AS[ +ASb Kvn N AS@ +ASW AS[ +ASb Ku N
2AS yy O SET 2AS » aSET
JOS HAS, B, +AS, o r BS, HBS, B, +DS,
2AS zz 7 SET 2AS SET
t b
ASn +AS€ AS[ +AS e ASn +ASS AS[ +AS "W
aSWT = 2AS A : K xx .Sl::WT 2AS . K xx a;VWT
+ AS;;SASW AS, -;ASb K" ;‘VWT N AS;;-SASw AS, -|2-ASb K a SWT
AS@ +ASW ASn +AS€ |l ASe +ASW ASn +ASY |b B
+ 2AS K SWT 2AS K SWT
t b
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— ASn +ASS ASI +ASb e ASn +ASS ASt +ASb w
Angg — IAS K", NEB IAS K" NBE
AS, +AS, AS, +AS, AS, +AS, AS, +AS,
+ 2AS : 2 : K » alj\YEB + 2AS 2 : K NEB
AS +AS AS +AS AS +AS AS +AS
+ e w n K K|t NEB e w n K K|b SEB
248, 2AS,
_ ASn +ASS ASt +ASb Ve ASn +ASS ASt +ASb "w
Aywp — IAS 2 K NWB 2AS 7 K NWB
AS@ +ASW ASt +ASb "m AS@ +ASW ASI +ASb s
+ IAS K NWB ZAS K NWB
L OS, +4S, AS, +4S, AS, +AS, AS, +AS, " g
2ASt K NWB ZASb K Qs
AS}’! + ASY ASI +AS e AS” + ASS ASI + AS "w
aSEB = 2AS ) < K XX aS]’fEB + 2AS 2 2 K SEB
AS@ +ASW AS[ +ASb "m N ASe +ASW AS[ +AS17 1S N
IAS K yy Y SEB IAS K y spp
L OS, +45, A, +4, v AS,+AS AS, +AS .,
2AS K SEB 2AS K zz " SEB
t b
AS” + ASS‘ AS[ + AS e AS” +AS§‘ AS[ + AS "W
aSWB = 2AS ‘ 2 K xx fVVB 2AS 2 K XX a?WB
AS, +AS, AS, +AS, . AS, +AS, AS, +AS, .
" Tons o K et o K
AS +AS AS +AS AS +AS. AS +AS
+ ;AS = . YK” SWB ;AS = ?K'[zyza?WB
t b
98
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_AS, +AS, AS, +AS
a LK, CZa j=E,W,N,S,T,B
fo2ns

e

AS, +AS AS, +AS
a, = LK, WZa j=E,W,N,S,T,B
248,
AS, +AS, AS +ASb i .
=20 T 20w 2 K" >aj, =E,W,N,S,T,B
T ons, IR :
AS, +AS, AS, +AS, .
a5 =— < LK, Za j=E,W,N,S,T,B

AS,+AS  AS, +AS

ap == K, fZa j=E,W,N,8,T,B (134c)

t

_AS, +AS, AS, +AS
2AS,

a, =a; tay, ta, ta;ta, ta,

s K bZa j=E,W,N,S,T,B

tay tay tag tag,
tay tay tag tag
Yap, Yag, tay tag

Yayer Yagr Y agyr T ayy,

+ aNEB + aSEB + aSWB + aNWB

Implementation of calculating coefficients was done in Subroutine
NEWCOEFFLOW3D. The same derived type variable CST2 was used to store these
coefficients.

From Eq(134), it is very obvious that every quantity in this equation is positive. Therefore,
no negative coefficients happen again.

b) Approximation to Time Derivative Term

For transient flow, a backward finite difference scheme is used to approximate the time-
derivative term

n+l n + A + +
s g —h" A5 *+AS, A, +4S, AS, ASb:a;h””—3; (135)
ot At 2 2 2 -

. _AS,+AS AS, +AS AS, +AS, S

2 2 2 At (136)
St — ASe +ASW ASn +ASS ASI +ASb i
/ 2 2 2
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¢) Approximation to Source/Sink Term

Source/sink term discretizing is almost the same as that of traditional control volume
except the control volume’s volume. In general, O can be expressed as

O=afh, +5¢

(137)

Table 12 is a list of source/sink available in IGW 3-D model and their corresponding ap¢ and

SP.

Tabel 12
Type of a? S /Q_ Marks
Source/Sink
Well 0 Qwell
Recharge 0 AS,+AS, AS +AS,
2 2
River AS, +AS AS, +AS, AS, +AS  AS, +AS, h>Rpeq
2 2 river 2 2 river " “river
0 AS. +AS_ AS +AS.
7 7 river (hriver - Rbed) h<Rbgd
Drain AS, +AS AS, +AS, AS, +AS AS, +AS, h>Dheq
Ldrain drain D bed
2 2 2 2
General AS +AS AS +AS AS +AS AS +AS
Head LG e w n s LG e w n s e
2 2 2 2 ‘
0 qEVP ASe +ASW ASn +ASS h>hs
max 2 2
EVapO- qlﬁ:fs AS@ + ASW ASn + ASS qli:f (hY B d) AS@ + A'S'W ASn + ASs
transpiration d ) 2 d 2 2 (hs-d)<h<hs
0 0 h<(hy-d)

All symbols have been explained above. Implementation of this process was done in
Subroutine ADDQS13D and Subroutine ADDQS23D.

d) Coefficient Matrix Assembling
From Eq(133), Eq(135) and Eq(137), gives a set of linear equations as follow
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(ap + aPt + ag)hP =aghg tayhy, *tayhy taghg +azh, tagh,
tayshyg tayyhyy taghg +ag,hg,
tayhy tayhy taghg taghg
tapyhpy Y agyhyy taghy taghy,

t ayprhyer t Qgprhser * Agyrhgyr + Ay Ry

+ aNEBhNEB + aSEBhSEB + aSWBhSWB + aNWBhNWB

+52+5 (138)

It is seen that instead having of 19 diagonal entries in the derived-coefficient matrix by
using traditional control volume technique, there are 27 diagonal entries in the derived-
coefficient matrix when applying rotational control volume technique.

€) Matrix Solver
Solution to Eq(138) can be obtained by using SOR technique or other efficient matrix

solvers. SOR was adopted in IGW 3-D model. Its iterative equation can be expressed as
follow

a
t 0
(ap tap tap)

K+l _ 1k k K+l k K+l k K+l
hp” =hp + laghy +ayh,” +ayhy vaghg™ +ahy +ayhy

+ aNEhllifE + aNWhllifW + aSEhggl + aSWh;‘{V;l

+ aNTh]]\C/T + aNBhlli/B + asrh§T + asghgl

+ aTWh;W tagy hg;Vl + aTEh;E + aBEhg;

+ aNEThllifET + aSEThé‘CET + aswrhgwr tayyr hﬁwr
g hffEB t Ay hggzla t gy hg;fg + aNWBhllifWB

k
+S0+S) -(a, +aj, +af)hi) (139)
Where £ is index of iteration number and @ is relaxation factor.

The final matrix assembling and iterative processes are carried out in Subroutine
SORHEADTS3D.
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3.1.4 Special Treatments

(1) To avoid doing derivation of every kind of finite difference equation on different
boundary conditions, computational domain with dimension of 1 to NI, 1 to NJ and 1
to NK has been expanded to that with dimension of 0 to NI+1, 0 to NJ+1 and 0 to
NK+1, and every parameter at these expanded nodes is assigned to be zero. This
implies that the computational domain is confined in one no flux boundary cube for
all cases. No flow boundary condition also can be taken care automatically by simply
letting K;;=0 .

(2) A boundary indicator variable IBOUND() is allocated to identify cell of first kind of
boundary condition, IBOUND()=-1, cell of second kind of boundary condition or no
flow boundary condition, IBOUND()=0 (inactive cell) and active cell, IBOUND()=1.

(3) When anisotropy orientation angle fand Sexist, @ and Swill be assumed to be zero
at any nodes adjacent to any inactive cell. The reason why we are doing so has been
described in 2-D model.

(4) A non-linear iteration technique is applied to the case having head dependent
source/sink. This is also part of ‘inner loop’ .

(5) Water table iteration for unconfined aquifer is conducted in VB for the sake of
visualization of each iteration step. A dry-wet trick is also used to deal with
unconfined cases. This part was coded by using VB.

(6) There may be the time when a numerical dry occurs in rotational control volume
method, that is, ap in Eq(123 ) or Eq(134) is equal to zero in a given active cell due
to the arbitrary anisotropy angles. It happens when all intersection points locate at
the inactive layers (cells). Figure 24a shows an example of this case.

(7) Determination of the intersection points on top or bottom becomes a little bit
complicated in our 3D model due to the fact that top or bottom is usually an
arbitrary surface in most cases (see Figure 24b). The method to obtain
intersection points on top or bottom in IGW 3D is that:

(1) divides the top or bottom into eight parts in which there are three nodes
such that each part forms a plane including three points, for example,
plane T-TE-STE in Figure 24b;

(i1) establishes each plane’s equation using the three points coordinates and
the straight line equation which represents one of the principle directions
with the known anisotropy angles;

(i11))  solves point of intersection of a line and a plane.

There are may be other efficient methods to do so. If any, just go to and modify
the Subroutine SURF_AND LINE.

(8) As mentioned in (1), there is no need to derive FD equations for every kind of
boundary condition after computational domain is expanded. However, it must bring
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some requirement for the geometrical quantities at inactive cells for rotational
control volume technique to avoid resulting in any unreasonable computational grid
system. These requirements, at least, include that aquifer top and bottom elevations
and initial head in an inactive cell which is most near to an active cell should be
provided appropriately.

(9) There may be the time when the vertical grid size AZ is very small with comparison
AZ AZ
to the other two grid sizes (4X and A4Y), that is, Ax << gor IV <<& This case

will lead to an abnormal derived matrix. It would be very hard or impossible to gain
a convergent solution by using SOR technique. This issue is still leaving unsolved in
current version 3-D model. Advance matrix solver should be used in such case.
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3.1.5 Numerical Solution Procedure Flow Chart

The sequence of operations for IGW 3-D flow model is illustrated in the following flow
diagram:

< Guess h or initial h > Parameters inputs

Diff. Coefficient Calculation
Call Sub NEW/OLDCOEFFLOW3D

!

Source/Sink Calculation
Call Subs ADDQS13D , ADDQS23D

Matrix Coefficient Assembling
Call Sub SORHEADT3D

¢ Loop 2

L 3
oop SOR Iteration

Call Sub SORHEADT3D Loop 1

No

River or Drain
Convergent ?

¢Yes

Velocities Calculation
Call Sub NEWCALUVXJQT3D

v

Unconfined Aquifer

Convergent ?

Yes
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3.2 Transport

3.2.1 Governing Equation
The partial differential equation describing 3-D solute transport in porous medial is
usually written as

o(nC) , d(nu,C) _ 9 oC aC”
ot X ax. Tax

- AnC +¢q,C, (140)

Where
C solute concentration
n porosity of the porous medium
u; seepage or averaged pore velocity in the direction Xj;
D;; dispersion coefficient tensor
X; Cartesian coordinate
C* concentration of species adsorbed on the solid
p» bulk density of the solid
A decay coefficient
qs volume flow rate per unit volume of the source or sink
C, solute concentration in the source or sink fluid

Considering equilibrium transport and assuming that the adsorption isotherm can be
described with a linear and reversible equation, one can write

C =K,C (141)

Where K, is called the distribution coefficient. Now, by incorporating Eq(141) into Eq(140),
we obtain

o(nR,C) +6(nul.C) _ 0 (nD, aC )= AnC+4.C, (142)
ot 0X, ax, ' oX,
or
oC u, 0C _ 1 0 (nD, GC)_‘]S +/1nc+qSCS (143)
ot R,0X, nR,0X, 'oX, nR, nR,
Where
R, =1+ P8 (144)
n
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The parameter R, is called the retardation factor.
The hydrodynamic dispersion tensor used in IGW 3-D transport model is defined in the

following component forms:

2 2 2
u u u

D_=a,~*+a,, ~t+a, ~+D*
U U U
2 2 2
u u u

D =a,—~+a,, ~+a, 2+D*
U U U

2 2 2
D.. :aLu_Z+aTV_X+aTVu_Y+D*
U U U
(145)
Uy u
ny :Dyx =(a, —ay) );JY
U, u
sz :sz :(aL _aTV) );JZ
uyu
Dyz :Dzy :(aL _aTV) E]Z
where
a is the longitudinal dispersivity;

ary is the horizontal transverse dispersivity ;
ary is the vertical transverse dispersivity ;
D* is the effective molecular diffusion coefficient;
u,,uy,,u, are components of the velocity vector along the X, Y and Z axes;

U =\/u; +u, +u, isthe magnitude of the velocity vector.

Strictly speaking, the dispersion tensor defined by two or three independent dispersivities
for isotropic media as in equation (145) is not valid for anisotropic porous media, which
require five independent dispersivities . Unfortunately, it is generally not feasible to obtain all
five dispersivities in the field. As a result, the usual practice in transport modeling is to
assume that the isotropic dispersion coefficient is also applicable to anisotropic porous media.

It is seen form Eq(145) that D, , D,, and D.. are always positive, however, Dy, or D, ,
D, or D., D,. or D, may easily turn to be negative.
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3.2.2 Grid Layout
This section is the same as FLOW model and may be skipped.

As described in 2-D models, in IGW, parameters are assigned to a block or a cell.
Placing a representative node in the center of each cell forms the grid layout using in our
spatial discretizing. Figure 16 shows a typical node-cell and its neighborhood of current use.
The figure is self-explanatory, and those grid related geometrical quantities used in the
scheme are illustrated in the related figure 17 to figure 19. The following table is a list of the
variables using in the code and their counterparts in these figure,

Table 9
Notation in Figure 17 to 19 | Variable in Code
X coordinate Xijk X(LJ,K)
Y coordinate Yir Y (LJ,K)
Z coordinate Zijk Z(1,J.K)
X-Grid Spacing AX; HX(I)
Y-Grid Spacing AY; HY(J)
Z-Grid Spacing A Calculated from aquifer’s thickness
X-CV area AXs DXS(I)
Y-CV area AYs DYS(Q)
Z-CV area AZs Calculated from aquifer’s thickness

It is noted that Visual Fortran code is written based on non-uniform grid spacing,
although a uniform grid spacing has been used in IGW interface. The quantities at the cell-
face, such as D;, must be evaluated in terms of nodal values before proceeding the
calculation. There are many methods available to handle it, such as those of linear
interpolation, harmonic averaged, etc. Harmonic mean was adopted in IGW 3-D model. X-
velocity u, is located on the East and West cell-faces, Y-velocity u, is located on the North
and South cell-faces and Z-velocity u, is located on the Top and Bottom cell-faces . This
arrangement will make use of cell-face Kj; which is the real one involving in the calculation,
and central difference scheme to approximate the head gradient between two known nodal
heads. To obtain the velocities at nodes, an interpolation method or simple arithmetic mean
has to be used. Arithmetic mean has been used in IGW 3-D model. Subroutine
NEWUVXIJQT3D has the details. A linear interpolation should be used to evaluate the nodal
u, if the elevation of aquifer top or bottom is not uniform.
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3.2.3 Schemeto Discr etize Equation

There are three methods being introduced to IGW 3-D transport model: method of
characteristics (MOC), modified method of characteristics (MMOC), full implicit finite
difference method ( FD). No random walk method is available in the current IGW3-D
transport model. The difference among these three methods is only the way to approximate
the advection term, the second term on the left-hand side of Eq(140), which describes the
transport of miscible contaminants at the same velocity as the groundwater. Both MOC and
MMOC invoke the Particle Tracking Technique to approximate the advection term. FD
scheme is only applied at well cells in which the Particle Tracking is not available due to the
fact that there is no unique characteristic curve at well node.

A) Full Implicit Finite Difference Scheme
a) Approximation of Advection Term
The target equation to be discretized by FD method 1s Eq(142). Applying the finite

difference algorithm , the advection term can be approximated by the concentration
values at the cell-faces as below

. 0(nBu C
ADV = DX AY AZ. d(nu,C) - AX AYAZ, d(nu,C) N (nBu, )+ 0(nu,C)
; 0X oY 0Z
Where
Fe = Ceqe
FW' = CW'qW'
F =C
n I’lQI’l (147)
FS‘ = CSqS
F,=Cgq,
F, =Cyq,

de 9w qn, gs > q: and gy, are fluxes through the six cell-faces. C,, C,, C,, Cs, C, and C}, are the
concentration values at the six cell-faces.

Again, non-nodal quantities C,, C,, C,, Cs, C; and C, must be evaluated in term of
nodal values. How to determine the interface concentrations, C,, C,,, C,,, C;, C;and Cj, is
what distinguishes one solution technique from another. The simple upwind scheme has been
used in IGW 3-D transport model. For the upwind scheme, the cell-face concentration
between two neighboring nodes in a particular direction (X; ) is set equal to the concentration
at the upstream node along the same direction
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2

2

2

ifg,>0
if g, <0
if-g,>0
if-¢g, <0
ifg, >0
if g, <0
if-g, >0
if-g, <0
if g, >0
if ¢, <0
if-¢g, >0
if-¢g, <0

(148)

Note that we have a convention for the flux direction: “+” for flux entering the cell, -
“ for flux leaving the cell.

Substituting Eq(147) and (148) into Eq(146), gives

— 4DV ADV

ADV =a;” Cp +a,  C,
ADV ADV

tay Cytag Cg
ADV ADV

ta; Cptay Cy

_ 4DV
ap, Cp

PSU

=AY AZ max[q,,0]
=AY AZ max[—q,,0]
=AX AZ max|q,,0]
=AX AZ max[—q,,0]
= AX AY, max[q,,0]
=AX AY, max[—q,,0]

=AY AZ (max[—g,,0]+max[q,,,0])
+AX AZ (max[—q,,0] + max[q,,0])
+ AXS‘AK (max[_qt ’0] + maX[Qb ’0])

(149)

(150)

MSU



Guideto Visual Fortran-Based DL L Source Code By Huasheng Liao

de 9w qn, 95, q: and g, are stored in array FLUX(Nwell, 6) which are calculated in
Subroutine LHSWELL3D. Implementation of this process was done by Subroutine
FDCOEF3D.

b) Traditional Control Volume Techniqueto Approximate Diffusion Term

Following the similar derivation procedure in flow model and applying control volume
technique, from Figure 16 to Figure 19, diffusion terms of Eq(142) may be written as,

J

J —
Diff = DX AYAZ (5 + 224 v) (151)

s s s

Where J., J,,, J,, J, J; and J,, are the fluxes through east, west, north, south, top and bottom
cell-faces respectively. They have the following forms:

Je - nDjx CYE _CP +nD§y Cne _Cse +nD; Cte _Cbe
c,-C c -C c -C
JW :nD;i P w +nD;; nw sw +nD;; tw bw
“ AX s AZS
c,-C c —-C c -C
Jn - nD;ty N P +7’1an ne nw +7’anz nt nb
AY "X = AZ,
c,-C c -C c -C (152)
JS = nDS P S + nsz se W nDSz st sb
Yy Y. . Y. AZS
- c -C c -C
J, - nD;Z CT CP + nD;x te w + I’lD;y nt st
s AYY
J, = nD" Cr—Cy +uD" Cp. =G, +nD" Cw —Cy
zz zx AXS zy AK

All symbols in Eq(152) were denoted in Figure 16 to Figure 19.

Note that non-nodal quantities in Eq(152) must be evaluated in terms of nodal values.
The same simple four points averaged scheme as used in 2-D model has been used in IGW 3-
D model. After re-arranging Eq(152), Eq(151) becomes

Diff =a;" Cy +ay" Cy +ay" Cyy +ag" Cs +a;” Cp +a," C,
ta,;Cyp tay,Cyy tagCy tagCy,
+a,;Cyr +ayCy +agCy tagCy
tap Cry +agy Chy +ap,Crp +agCyy
- a}?’ﬂCp (153)
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Where
e no_ s t _ b
aé)iff — AYSAZSanx + Dyx Dyx I’ZAZS + sz sz I’ZAK
w n.o_ ns t _ nob
Diff — AKAZA anx _ Dyx Dyx _ sz sz
a,’ = 2 IAVA 2 nlY,
 AX NZnD" D¢ -D D! -D’
aﬁ'ﬁ - s AYs wopTw 2 xy n . +_= zy nAXS
~ AX AZ nD) D¢ -D D! -D’
Diff — K K wo_ xy Xy _ zy zy
ag’ = AY IAVA 2 nAX
t e w n __ s
a]{)iff = AXSAA);nDzz + sz ;sz I’IAYY + Dyz 4 Dyz nAXS
b e w no_ s
agiff = AXSAY;nDzz — sz _sz I’IAYY _ DyZ Dyz nAXS
NZ 4 4
De +Di’l DW +Di’l
Ay, = %HAZS, ayy = —%nﬂx (154)
— y X — T yx
ag =———nlhZ_, ag, ——4 AVA
De +Dt De +Db
App =— = nAYs , gy =T = I’lAY;
4 4
DW +Dt DW +Db
aTW _-— XZ zX nAK s aBW e Xz 4 zX nAK
D}'l +Dt Dr‘l +Db
— yz zy — yz zy
ayy =——nlDX_ , a,, —_T”AXS
D’ +D! D’ +D’
—_ 2y _ Tz 2y
ag =————nlX_, ag —T”AXS
Diff — _ Diff Diff Diff Diff Diff Diff
ap” =ag tay” tay tagt tap” tagt tay tay, tag tag,
Yag Yag, Yam vag, Yay taytag tag

This process was implemented in Subroutine OLDCOEFTRSP3D. A derived type
variable CST1 was used to store these coefficients:

Table 2
Notation in Eq(154) Variable in Code
a0t CST2 (ILJ,LK)%SE
E
a Vl;sz CST2 (1,J,K)%SW
ajl\;iff CST2 (L,J,K)%SN
PSU H3 MSU
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a?tff CST2 (I,J,K)%SS
a;”ff CST2 (1,J,K)%ST

a lz;sz CST2 (1,J,K)%SB
ane CST2 (1,J,K)%SNE
anw CST2 (1,J,K)%SNW
ase CST2 (1,J,K)%SSE
asw CST2 (I,1,LK)%SSW
are CST2 (I1,J,K)%STE
apE CST2 (1,J,K)%SBE
arw CST2 (1,J,K)%STW
agw CST2 (1,J,K)%SBW
anr CST2 (I1,J,K)%SNT
ans CST2 (I,J,LK)%SNB
asr CST2 (I1,J,K)%SST
ass CST2 (1,J,K)%SSB
a?zyf CST2 (1,J,K)%SP

From Eq(154), it is very obvious that ayg, ayw, asg, asw, are, ase arw, asw, ant, ans
ast, and asp, may easily turn into negative ones, for example, ayy <0 and asg <0 when
Dy,>0; or ayg <0 and agy <0 when D,,<0.

¢) Rotational Control Volume Techniqueto Approximate Diffusion Term
Following the similar derivation procedure in flow model and applying control volume

technique in local coordinate system, from figure 22 and Figure 23, diffusion terms of
Eq(142) may be written as,

ASn +ASs AS[ +ASb

Diff = J =-J
iy == = )
A + +
+ Se ASW ASI A'Sb (Jn _JS)
2 2
+ +
P B -0 (155)

where J, , J,,, J., Ji, J;, and J, the solute fluxes through east, west, north, south, top and
bottom cell-faces. They can be expressed as :
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J =nD" Cre —Cp
e XX ASe
J =nD" Cr = Cry
w XX ASW
m Cay —C
J, =nD"), %
! (156)
J =nD" Cp —Cs
s Ty AS.
J =nD" Crr —Cp
t
J. =nD" Cr = Crs
b zz ASb

All symbols in Eq(155) and Eq(156) were denoted in Figure 22 and Figure 23. D’; are
the principal components of hydrodynamic dispersion tensor which can be easily given by
the following forms

[ I— 2 2 2

D' =a\Ju; +u; +u;
[ I— 2 2 2

D' =0 Ju; +u, +u; (157)
[ — , 2 2 2

Dzz_aTV ux+uy+uz

Note that non-nodal quantities in Eq(156) must be evaluated in terms of nodal values.
Adopting the same linear interpolation scheme described in flow model, Cgg, Cry, Cry ,
Crs, Crr and Crg in Eq(156) can be expressed as follows

CRE = zalEhl

CRW = zaiwhi

Cov = 0" h,

o %a% (158)
RS it

Cpr = zaiThi

Crs =207 h,

Substituting Eq(156) and Eq(158) into Eq(155), the following equation is obtained
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Dlﬁ{ = aé’ilfCE + aP[V)élfCW + ajl\/)iffCN + aé)!lfcs + a?ilfCT + allg’iffCB

tay,Cuy tay, Cyy tagCy tagCg,

+ aNT CNT + aNBCNB + aSTCST + aSBCSB

tap Cry 0y, Cppy tayCrp +agCpyp

+ aNETCNET + aSETCSET + aSWTCSWT + aNWTCNWT

+ s Crpp + AsppCop + AgypCpp + ApypC g

—a,"C, (159)
Where
AS +AS AS, +AS AS +AS AS +AS
aNE = ;AS > : . nD'ix alﬁE + 2”AS > : : nD':ch afl/\i//E
AS@ +ASW AS[ +ASb " N AS@ +ASW AS[ +ASb 1S N
" ons, 2 e TR 2 P
AS +AS AS +AS AS +AS AS +AS
X
t b
ASn +ASv AS[ +AS 1e ASn +ASs AS[ +AS "W
Ayy = 245, ) ) =nD', J€W+ 205 ) b”Dxxazp\If/W
ASe +ASW AS +ASb " N ASe +ASW AS +ASb 1S S
2ASn : nD y T NW 2ASS t D »y a Ny
AS@ +ASW ASn +ASs anl T ASe +ASW ASn +AS§ Dyb a,B
2ASt 2 zz 7 NW 2ASb 2 2z NW (160 )
a
AS +AS AS, +AS AS +AS AS +AS :
. - ;AS s t 5 b anix 55 + ;AS s t b Dv;tx a;VE
ASe +ASW AS +ASb (1 N ASe +ASW AS +ASb N S
ws, 2 PhIEtTag g e
AS +AS  AS +AS AS +AS  AS +AS
A5, 85, A,y g, BSOS B8, HAS, g
208, 245,
AS +AS AS, +AS AS +AS AS, +AS
Aoy =— s “nD' ag, +— s “nD'\ ag,
208, 205
AS +AS  AS, +AS AS +AS  AS +AS
+ ;AS w t b an;l}y a;VW + ;AS w t b i’lD';y a_;*gw
AS, +A +A + +
+ Se Sw ASn Ss nD!tZZ a;'W + ASe ASW ASn ASS D!lZJZ aé?W
2, 205,
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_ASn +ASS ASI +ASb

: A, +AS, AS, +AS

dnr IAS > nD", IAS > =nD'", a]I:/VT
AS +AS, AS, +AS, AS +AS AS, +AS,
+ A . “nD" ay, + A LnD", ay,
+ + + +
+ AS@ ASW ASn ASs nD'tZZ 0']{” + ASe ASW ASn ASs D'Z;Z af}r
208, 2 205, 2
AS +AS AS, +AS AS +AS AS, +AS
aNB = 2”AS > : : nD'ix alﬁB + 2”AS > : : D”)/c\;c afl/\’//B
AS€+ASW ASt+AS "m AS€+ASW ASt+AS 1S
TS LAY > P
+ + + +
+ ASe ASW ASn ASS nD!tZZ a]?\;B + ASe ASW ASn ASS nDIIZJZ af/B
205, 205, (160)
AS +AS. AS, +AS, ., AS +AS. AS, +AS, .,
aST = ;,AS * : 2 nD'xx aST + 2’,1AS . : 2 D'xx aST
AS€+ASW ASt+AS "m ASe+ASw AS1+AS 1s
+ SAS > nD W al + SAS > nD W as,
+ + + +
+ ASe ASW ASn ASS nDHZZ a,;"T + ASe ASW ASn ASS nDﬂZ?Z aﬁT
20, 2 20, 2
0 = AS;A-I-SASS AS DS, e g ASSA;ASS A5, + 85, o g
AS +AS, AS +AS, AS +AS AS, +AS,
+ SAS : LnD" ag, + A LnD", ag,
+ AS@ +ASW ASn +ASs nDHZZ O,;"B + ASe +ASW ASn +ASs nDﬂZ?Z aé‘gg
245, 24,
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PSU

Angr = 2HAS ’ nD",, £ET + 2’1AS . D', azp\fVET
ASe +ASW ASt +ASb Dyn N ASe +ASW ASt +ASb Dys a,S
208 2 WM NS 2 W
AS, +AS, AS, +AS AS, +AS, AS, +AS,
2AS 2 D zz a]{‘/ET 2AS D Iz)z all\ngT
t b
DS, +AS, AS, +8S, . . DS, S AS, +8S, .,
aNWT 2AS 2 xx O NWT 2AS 2 xx O NWT
AS€+ASW ASt+AS " AS€+ASW AS1+AS 158
2AS : D » a11\>7WT 2AS : D » a]f/WT
ASe +ASW ASn +AS3 D!l T ASe +ASW ASn +AS3 D|b aB
2AS zz " NWT 2AS zz " NWT
t b
ASn +AS9 AS[ +AS e ASn +ASS AS[ +AS "W
aSET 2AS ‘ : D xx fET 2AS . D xx a;’;T
AS@ +ASW AS[ +ASb Dvn N AS@ +ASW AS[ +ASb Dvs aS
2AS y O SET 2AS y O SET
S B b
t b
ASn +AS? AS[ +AS e ASn +ASS AS[ +AS "W
aSWT = 2AS A : nD xx aSl::WT + 2AS . nD xx ag'VWT
AS, +AS AS, +AS, AS,+AS AS, +AS, .
" Toas Rt L CRTY: 7 "D Ao
+ + + +
+ AS;ASASW AS” ASS nD'tzz aZ:WT + AS;ASASW AS” ASS nD'Zz aé{gWT
t b
118
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o DS, 88 A5 HAS, L
NEB 2AS€
(S *8S, 85,485,
2AS, 2
AS,+AS  AS, +AS, ,
+ e w n D'
2AS,
AS, +AS, AS, +AS o
aNWB = ZAS t 2 : D
+AS€+ASW AS[ +ASb Dvn
20S
AS,+AS AS +AS
+ e w n D'
2AS,
AS +AS AS, +AS,
a = n s t Dve
SEB 2ASQ
+AS€+ASW AS[ +ASb Dvn
2AS,
AS,+AS AS +AS.
+ e w n D'
2AS,
ASn +ASv AS[ +AS e
o = ons, Rt
(S *BS, 85,485, o
2AS, 2
AS,+AS  AS, +AS, ,
+ e w n D'
2AS,

PSU

NEB

NEB

NWB

NWB

N WB

SEB

SEB

SEB

SWB

N
S WB

208, .
AS, +AS, AS, +AS,
208 | 2 “1D" Gy
AS@ +ASW ASn +AS§ '
2AS D l;z a]ﬁEB
b
AS +AS AS, +AS, .
2AS t 2 : D Xxx all;/VWB
AS@ +ASW AS[ +AS 1S
2AS : D » anIWB
AS, +AS AS +AS
IAS 5 nD lz)z affWB
b
160d
ASn + ASS ASI + ASb "W ( )
ZAS D SEB
ASe + ASW AS[ + A*S’b 1S
2AS D SEB
AS +AS  AS +A
S;AS SW S” SS nD'[;z a.gEB
b
ASn + ASs AS[ + ASb "w
2AS D SWB
AS +AS_ AS, +AS, D
208, 2 T
AS, +AS, AS, +AS,
2AS 2 D [z7z afWB
b
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pir _ AS, +AS, AS, +AS,

aj oA nD", 20' j=E,W,N,S,T,B
g _ AS, +AS AS, +AS, .
a,” = nD", Za j=E,W,N,S,T,B
208
s _ AS, +AS AS, +AS,
ay’ = SAS nD", Za j=E,W,N,S,T,B
o _ OAS, +AS  AS, +AS,
ag" = 2AS nD", Za j=E,W,N,S,T,B
g _ OAS, +AS  AS, +AS
a;" = nD". Za j=E,W,N,S,T,B
r 20\, (160¢)
s _ AS, +AS AS, +AS
ag” = nD", 20' j=E,W,N,S,T,B
’ 208
b

Diff —  Diff Diff Diff Diff Diff Diff
a,” =ag" tay” tay’ tag” ta;” tag

tay tay, tag tag,
tay tay tag tag
Yap, Yag, tag tag

+ aNET + aSET + aSWT + aNWT

Y ey Y gy Y agyy T Ay

Implementation of this process was done in Subroutine NEWCOEFTRSP3D. The same
derived type variable CST1 was used to store these coefficients.

From Eq(160), it is very obvious that every coefficient in these equations is positive.
Therefore, no negative coefficients would be appear in the discretized matrix again.

d) Approximation of Time-Derivative Term
A backward finite difference scheme is used to approximate the time-derivative term

n+l __ n
nR,AX AYAZ, %—C =nR,AX AY NZ G G =a,C" =S, (161)
; .

Where C"*! is the concentration at new time level n+1, C" is the concentration at old time
level n and

= AXSA)/S AZS &
At (162)

R
St =AX AY,AZ, ~C;
At
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For rotational control volume technique, AX,AY,AZ, will be replaced with
AS,+AS, AS, +AS, AS, +AS

5 5 b in Eq(161) and Eq(162).

€) Approximation of Source/Sink Term

Source/sink term of the governing equation, ¢,Cs  represents solute mass entering the
model domain through source (g,>0) or leaving the model domain through sink (g,<0). For
sources, it is necessary to specify the concentration of source water. For sinks, the
concentration of sink water is generally equal to the concentration of groundwater in the
aquifer at the sink location and can not be specified. Evapotranspiration may be assumed to
take only pure water away from the aquifer so that the concentration of evapotranspiration
flux is zero. In general, ¢,C; can be expressed as

q,C, =apC, +S7 (163)

s
Where

ap = Max{—q,"" 0]+ Max[—q;*"*** 0]

+ Max{—q"*" 0]+ Max{—q " 0]

+ Max{—q""" ,0] (164)
S/Q. =Max[qWell ’O]CSWell +Max[qfecharge,O]CSRecharge

N

+ Max[q;?iver ’O]Cj{iver + Max[qsGhead ’O]CSGhead

g’ qFerrEe ) g™ qP " and ¢! are fluxes contributed from source/sink of wells,

recharge, river, drain and general head which are stored in derived types (one dimension)
Wells%Q, RECHs%Q, Rivers%Q, Drain%Q and HDEPENDS %Q respectively in source
code. Calculation of every kind of g, is performed by Subroutine QTOTAL3D.

f) Approximation of Decay Term

From Eq(142), decay term, -AnC, can be easily approximated as
Decay =a},C, (165)
Where a; = An

Note that A is assumed to be evaluated at node.
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g) Coefficient Matrix Assembling and Solution Technique

From Eq(149), Eq(153) or Eq(159), Eq(161), Eq(163) and Eq(165), gives a set of
linear equations as follows

Traditional control volume technique:

(aADV +ap’ff +a, +a +aP )Cp —(aADV +aE”7r)C +(aADV +aW’ﬁ)C
F(a +al)C, + (@ +al)C,
Fa” +aP")Cp + @l +afh)C,
+a,,Cyp tay, Cyy tagCy tagCg,
tay Cyr +ayCy tagCy tagCy
+tap Cpy tag, Cyy +aCrp +agCyy

+S2+8) (166a)
Rotational control volume technique:

(aADV + aPW +a, + aP tap )C = (aADV + aElﬁr )Cp + (aADV + anﬁr )Cy
F(ap +al)C, + (@ +al)C,
+(aADV +aT'ff )C, +(aADV +aB'ff )Cy
ta,;Cyp tay, Cyy tagCy tagCy,
ta,,Cyr tayCy tagCy tagCy
tap Cry +agy Chy +ap,Crp +agCyy
+ @ Crpr + gy Copr + Agyr Copr Ay Cryr

+ aNEBCNEB + aSEBCSEB + aSWBCSWB + aNWBCNWB

+S5¢+58, (166b)

SOR technique was adopted in IGW 3-D model to solve Eq(166). Its iterative equation
can be expressed as follow
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Traditional control volume:

a
(ap +aP+aP)

k k K+l K+l
tayCy tay, Cyy tagCy tag Coy

C}1§+l :C}]§ + {aEck +aWCk+1 +ach +a Ck+l +a Ck +aBCk+l

k k k+1
tay Cyr +a,,Chp + aSTCST tagyCg

k k+l k k+1
+ aTW CTW + aBW CBW + aTECTE + aBECBE

+S? +S, -(ap +ap +al)C} (167a)

Rotational control volume:

a
e =cie— 0
(ap +aP+aP)

k k K+l K+l
tayCy tay, Cyy tagCy +tag Coy

{aEck +aWCk+l+ach +a Ck+l+a Ck +aBCk+l

k k k K+
ta Cyr +ayChyp tagCo tagCy
k K+l k k+
+apy Cry +ag, Chy +anCrp +ag,Cyp
k k k k
+ Ay Cpr + gpr Copr + gy Cor + Ay Cr

k K+l K+ k
+ Ay Crs + AspCopp + AsypCopp + Ay Cm

o] t
+87 +S; -(a, +al, +a%)C}} (167b)
Where

ADV Diff 0
a, =a, +ta, +aP+aP+aP
ag —aj;DV+aD’ff

ADV Diff
ay =ay tay

ADV Diff
ay =ay +a1v
ag —a;DV+a§W
ar —a{.’DV+af’7f
ag —agDV+a§’7f

k 1index of iteration number
a relaxation factor.

The final matrix assembling process is carried out in Subroutine SORCBAR3D.
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B) Mixed Eulerian-L agrangian M ethods

Eq(143) is an Eulerian expression in which the partial derivative, 6% . represents the

rate of change in solute concentration at a fixed point in space. It can be expressed in the
Lagrangian form as

DC 1 0 oC +A C
= (nDU )_ qs n C + qs s (168)
Dt nR, 0X, 0X nR, nR,
where the substantial derivative, % = %—C +u, §7C , indicates the rate of change in solute
t

i

concentration along the path line of a contaminant particle (or a characteristic curve of the
velocity field). u, = % represents the retarded velocity of a contaminant particle.
d

By introducing the finite-difference algorithm to the substantial derivative, Eq(168) can
be approximated as

DC _cpt=-cy

= RHS (169)
Dt JAVS
or
C;” :C;*+At><RHS (170)
Where

Cy""" is the average solute concentration for cell P at the new time level (n+1);

Cy"" s the average solute concentration for cell P at the new time level (n+1) due
to advection alone, also referred to as the intermediate time level n*.

RHS finite-difference approximation to the terms on the right-hand side of Eq(168).

Depending on the use of different Lagrangian techniques to approximate the advection
term, the mixed Euler-Lagrangian methods may be loosely classified as the forward-tracking
MOC, the backward-tracking MMOC and a combination of these two. MOC and MMOC
were used in IGW 3-D transport model. Both the method of characteristics and the modified
method of characteristics involve the use of a particle tracking technique.

a) Particle Tracking

With the velocity field known, a numerical tracking scheme can be used to move particles
from one position to another to approximate the advection of contaminant front. Traditionally,
the first-order Euler algorithm has been used for particle tracking:
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X =£ux(X",Y",Z”)
Rd
n+ At n n n
X 1=R—uy(X JY'.ZM (171)
d
_ A

Zn+1 uZ(anyn’Zn)

d

Where X"/, Y"*" and Z""/ are the particle coordinates at the new time level (n+1); X", Y" and
Z" are the particle coordinates at the old time level n; u,, u, and u. are the velocities evaluated
at (X", Y",Z"). A uniform time step size, At, is used for all particles during the particle tracking.
For particles located in areas of relatively uniform velocity, the first order Euler algorithm
may have sufficient accuracy. However, for particles located in areas of strongly converging
or diverging flows, the first order algorithm may not be sufficiently accurate, unless time step
size is very small. In these case a higher order algorithm such as the fourth-order Runge-
Kutta method may be used. The basic idea of the fourth-order Runge Kutta method is to
evaluate the velocity four times for each tracking step: once at the initial point, twice at two
trial midpoints, and once at trial end point. A weight velocity based on values evaluated at
these four points is used to move the particle to the new position. This process may be
expressed as follows:

k, +2k, + 2k, +k,
6
1, +21, +21, +1,

Xl’t+1 =Xn +

Yn+1 — Yr‘l +

(172)

m, +2m, +2m, +m,
6

Zn+l :Z}7 +

Where
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k=Dt (X", Y",Z" ")
L =D (X", Y", 2" 1")
m, =Dtu_(X",Y", 2" ,t")

k [
k, =Atu (X" +-LY"+L 7" + M g +§)
2 2 2 2
k [
I, =An (X" +21 Y7+ 7z + T g +§)
’ 2 2 2 2
my =D (X" + 5y g M Bl
2 2 2 2
k=B (" + Ry el g M ey B
2 2 2 2
I, =Mt (X" Koy b ma B
g 2 2 2 2
my =Atu_ (X" +k—2,Y" +l—2,Z" +ﬂ,t" +£)
2 2 2 2

ky=0tu (X" +k,Y" +1,,Z" +m,,t" + )
I, =0t (X" +ky,Y" +15,Z" +my,t" +Ar)
my =QDtu, (X" +k,,Y" +1,,Z" + m,,t" + )

In IGW 3-D model, first-order Euler method and fourth-order Runge-Kutta both are
available.

From above analysis, one can obviously see that the evaluation of velocity at an
arbitrary point or non-nodal quantity is required in either MOC or MMOC. The velocity
interpolation schemes used in IGW 3-D transport model are simple trilinear and inverse
distant interpolations.

Trilinear scheme has a general form as below (see Figure 24)

u(é,n) =u,¢,(é,n,{)+u,¢,(&,n,{) +u,¢,(é,n,4) +u,g,(é,17,4)
us@ (&,1,¢) +u,@ ($,17,{) +u,¢,(¢,n,¢) +u, @ ($,1,4) (173)

Where u; (i=1,2,...,8) are nodal quantities; ¢ (i=1,2,3,...,8) are shape functions which can be
expressed as
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1-Ha-ma-4)

@n.¢) = ;
@@ﬁg3:0+ﬂa;ma—n
pEng) =D
p&n.g) =10 ;/7)(1 +0)
1=-&1+nA-) (174)
@ng =T
aEng =D
e &ngy =N it +0)
a@Engy =179 217)(1 +{)
&= X - Xc
a
Y-y,
(
g=2"%
c
The inverse distant interpolation scheme has a general form as below
u(x,y,2) =uw, tu,w, tuswy, tu,w, Fusws Fuowg u,w, Fugwy (175)

Where u; (i=1,2,...,8) are nodal quantities; w; (i=1,2,3,...,8) are weighting factors which can
be expressed as

.
M:Sf (176)

8
o
2.5
j=1

where S, = \/(Xl. -x)* +(Y, —y)’ +(Z, —z)* , pw is power which will be given by VB
interface.

Other symbols in Eq(174) can be found in Figure 24. The interpolation was performed in
Subroutine PTLINEAR3D.
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First-order Euler method was implemented in Subroutine FORWARDTKO. Fourth-order
Runge-Kutta was implemented in Subroutine FORWARDTKI1.
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(x.y.2) /
-

5 C(Xc, Yo, Zc)

@)

Figure24. Trilinear Interpolation Scheme
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b) Determination of C}

The MOC uses a conventional particle-tracking technique for solving the advection term.
At the beginning of the simulation, a set of moving particles is distributed in the flow field
either randomly or with fixed pattern. A concentration and a position in the Cartesian
coordinate system are associated with each of these particles. Particles are tracked forward
through the flow field. At the end of each time increment, the concentration at cell P due to
advection alone over time increment, C;* , is evaluated from the concentrations of moving

particles which are located within that cell (see Figure 25). If a simple arithmetical averaged
algorithm is used, this concentration can be expressed by the following equation:

NE,
n
2.C

Cy =-E—, NP,>0 177
" NP, 8 (77
where
NP,, number of particles within cell P
C’ concentration of the i particle at the old time level n, which is assumed to

be constant in IGW.

Eq(177) could also be employed in Random Walk method which is not available in
current IGW 3-D model yet.

The MMOC was originally developed to approximate the advection term accurately
without sacrificing a great deal of computational efficiency. Unlike the MOC, which tracks a
large number of moving particles forward in time and keeps track of the concentration and
position of each particle, the MMOC places one fictitious particle at each nodal point of the
fixed grid at each new time level n+/. The particle is tracked backward to find its position at
the old time level n. The concentration associated with that position is used to approximate

the C ;* term, that is
Cy =C"(X,.Y,.Z,) (178)

where (Xp,Yp, Zp) is coordinate of the position which a particle starting from nodal point
P reaches when it is tracked backward along the reverse path line over the time increment At
(see Figure 26). The concentration at position p at the old time level (n), C" (X ,,Y,,Z,),

generally is obtained by interpolating from concentrations at its neighboring nodal points. In

IGW 3-D model, the trilinear and inverse distant interpolation schemes as described in
Eq(173) and Eq(175) were used.
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® Particleatntime o Particleatn+l — Velocity Vector
level time level

Figure 25. lllustration of theMOC in 3-D Case
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Particle Path line

z

Time level t"

—— (rid line e Particle at n time
level

Figure 26 Illustration of the MM OC
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¢) Approximation of Diffusion Term

Unlike the FD scheme, the target equation of Mixed Eulerian-Lagrangian Methods is
Equation(143) in which the diffusion term has the similar form as that of Eq(142).

Referring to the course of derivation in FD scheme , diffusion term in Eq(143) may
be approximated as

For traditional control volume technique:

Diff =a,"C, +a," Cy, +ay" Cy +ai" Cs +a;" C, +a," C,
tay,Cy tayCyy tagCy tag,Cg,
+a,;Cyr +ayCy tagCy +agCy
tap Cry tag,Cyy +ayCpy +ay,Cy
—-a)” C, (179)

Where

PSU 133 MSU



Guideto Visual Fortran-Based DL L Source Code By Huasheng Liao

. DNYNAZ nD¢. D) —D; D! -D’
aglﬁ :( s sn o4 V- V- nAZS + zx zX nAK) 1
AX 4 4 nR,
~_ NYNZ nD" D —D; D! -D’ 1
a’/l;lﬁ :( s sn XX _ V- V- I’lAZV _ zX zx I’lAYY)
AX 4 ‘ - nR,
 AX MNZ nD" D¢ -D D! -D’
a][\/)lff =( s _sn »y + Xy Xy ]’lAZY"' zy zy ]’LAXY) 1
AY 4 ‘ 4 " nR,
K e _ nw t _ b
a?’ﬂ' _ (AXSAZSnDW B ny ny nAZS B Dzy Dzy nAXS) 1
AY 4 4 nR,
. DX.AYnD'. D¢ -D" D - D,
aflﬁ :( s Sn zZ 4 Xz Xz I’IAK + V- Y. I’IAXA) 1
A7 4 4 nR,
. AX AY.nD" D¢ -D" D). -D,
aglﬁ :( s sn 2z __ Xz Xz nAK _ V- V: I’ZAXA) 1
A7 4 4 nR,
e + n w + n
a, = Doty oL Dy D (180)
nR, 4 ‘ nR, 4 ‘
1 D)f +DSX 1 D)];V +DSX
Agp = __#nAZx > gy = : = s
nR, 4 nR, 4
1 D +D! 1 Dg +D;
aTE e XZ zZX nA}]b , aBE - — Xz zZX nAK
nk, 4 nR, 4
1 D' +D! 1 D +D’
aTW = — Xz zX nAK , aBW = Xz zX nA}]b
nR, 4 nk, 4
1 D} +D; 1 D} +D;
ay =—————nlX, , a,, =- = = nAX
nR, 4 nRk, 4
1 D +D; 1 Dy +D]
dsr =——¥nAXS » gp =——— : —n s
nR, 4 nR, 4
ap” =a;" +ay” +a)" +ai" +ar" +a)" +ay +ay, +ag +ag,
Yag Yag, Yap tag, Yay, taytag tag
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For rotational control volume technique:

Dlﬁf - afilfCE + aP[V)!‘l/"'CW + ajlv)iffCN + a?ilfCS + a?il/"CT + all;iffCB

tayCuy tay,Cyy tagCy tagCg,
tay Cyr +a,,Chp tagCop tagCy

tap Cry +ag, Cpy +ayCrp +agCpy,

+ aNETCNET + aSETCSET + aSWTCSWT + aNWTCNWT

+ s Crpp + AspCip + AsypCopp + A C s

-a,"C, (181)
Where
AS +AS. AS +AS AS +AS AS, +AS
aNE - n s t b Dvix a,]f:\;E + n s t b D”;:x a,]l’VVE
2AS,  2nR, 20S. 2nR,
AS€+ASW ASt+AS " AS€+ASW ASt+AS 1S
: D »w a]1\>7E : D »y alffE
20S, 2nR, 20S. 2nR,
AS6+ASWAS +ASS th O,T ASe-I-ASW ASn-I-ASb Dyb a,B
21, 2nR, =0 2AS, 2nR, =
AS +AS AS, +AS AS +AS AS, +AS
aNW - n s t b an;x f/W n s t b D';; O,KZVW
20S,  2nR, 20, 2nR,
AS8+ASW ASt+ASb " N ASe-I-ASW ASt+ASb 1S N
nD yy O NW D »w aNW
20S,  2nR, 20S. 2R,
ASe +ASW AS +ASs th O,T ASe +ASW ASn +ASS‘ Dyb a,B
21, 2nR, = 218, 2nR, =M (1825)
a
— ASn +ASS ASt +ASb e E ASn +ASS ASt +ASb "W w
SE T nD", Qg + D' O
20S,  2nR, 20, 2nR,
AS, +AS, AS, +AS, AS, +AS, AS, +AS,
t ’ D y agf t ’ D y agE
20S. 2nR, 20S.  2nR,
AS@ +ASW ASn +ASY D|t T + ASe +ASW ASn +AS§ Dvb aB
n
20, 2nR, =% A, 2nR, =
AS +AS AS +AS AS +AS AS +AS :
Aoy =— —— “nD', ag, +— —— “nD'; ag,
20S,  2nR, 20S. 2nR,
AS€+ASW ASt+AS " AS€+ASW AS1+AS 18
+ “nD yy aévw + *nD R agW
20S. 2nR, 20S. 2nR,
+ ASe + ASW ASn + AS& nD!t aT + ASe +ASW ASn +ASS nD'b aB
20, 2nR, =0 ans, 2nR, =
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AS, +AS, AS, +AS, . . AS +AS AS, +AS,
aNT ‘ nD XX aNT + A
20S,  24R, 20S. 2nR,
AS,+AS AS +AS, . . AS +AS. AS, +AS,
+ nD", ay, +
20S, 2uR, 20, 2nR,
AS,+AS AS +AS. ., . AS +AS AS +AS,
+ nD zz aNT +
20S,  2nR, 2AS,  2nR,
ASn+ASv ASt+ASb e E ASn+ASY ASt+ASb
Ayg = ) nD', o, + A
2AS,  2nR, 20S,  2nR,
L DS, +AS, AS, +AS AS, +AS_ AS, +AS
20S, 2uR,

20S,  2uR,
AS€+ASW ASn+ASs 1" T ASe+ASW ASn+ASS 1b
X T T AT ong, D=
t d b d (182b)
_ASn +ASS ASI+ASb e E ASn+ASS ASI+ASb "w w
Y Y O Y T
e d w d
DS, +AS, AS, +AS AS, +AS_ AS, +AS,
20S. 2nR, 20S. 2nR,
AS@ + A'S'w ASn + ASs 1" T AS@ + ASW ASn + ASs
+ nD zz aST +
20S,  2nR, 20S,  2nR,
— ASn +ASS ASt +ASb e E ASn +ASS ASt +AS
Asg = nD" Qg +
20S,  2nR, 20S. 2nR,
L DS, +AS, AS, +AS AS, +AS_ AS, +AS,
20S. 2nR, 20S. 2nR,
AS,+AS AS +AS. . AS +AS_AS, +AS,
+ nD zz aSB +
20S,  2nR, 20S,  2nR,

"w w
nD XX aNT

(5} N
nD', a5,

1b B
nD 2z aNT

"w w
nD" a.,

b "n N b 1s S
nD" Oy, + nD", Oy

B

b " N 1S S
nD", Qg + nD',, ag

1b B
nD zz aST

b "W w
nD" Qg

b "m N 1S N
nD" Qg + nD',, ag,

1b B
nD zz aSB
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o DS HAS B HDS, e DS, +AS DS 48S,
YT NS, 2nR, Tyer 20S,  2nR, Trer
+ AS, + + AS, +
+ ASe ASW St AS'b Dvn NET + ASe ASW St AS'b Dyv NET
20S. 2nR, 20S.  2nR,
+ ASe + ASW ASn + AS D|t NET + ASe + A'Sw ASn + ASS anlsz af/ET
20S,  2nR, 20S,  2nR,
ASn+ASs ASI+AS e ASn+ASs ASI+AS "W
aNWT = D NWT + D NWT
20S,  2nR, 2AS. 2nR,
AS€+ASW ASt+ASb "m AS€+ASW AS1+AS 1S
+ D NWT + D NWT
20S 2uR, 20S.  2nR,
+ASe +ASW ASn +AS D|t NWT +AS3 +ASW ASn +AS D|b IZ\?]WT
20S,  2nR, 2AS,  2nR, .
— ASn +ASs AS[ + A'S'b e ASn +ASs AS[ +ASb "W w ( C)
Aser = IAS iR, nD",, SET + IAS iR nD's Qgr
e w d
AS, +AS. AS, +AS, o DS +AS AS, +AS, S
e w t Dvn a e w t Dm a
208 2nR, WS NS 2nR, S
ASe +AS AS +AS3 th O,T ASe +AS AS +ASS Dvb a,B
20, 2nR, =780 oA, 2nR, =
a _ AS +ASS ASI +ASb Dw E ASn +ASS ASI +ASb D|w a,W
sSwT 2AS8 2an xx L SWT 2ASW 2an xx L SWT
+ + + +
AS ASW ASt ASb ann agWT + ASe ASW AS! AS Dm SWT
208 2nR, ” 20S. 2nR,
+ AS@ + ASW ASn + ASs ant O,;"WT + ASe + ASW ASn + AS D|b ?WT
2AS,  2nR, 2AS,  2nR,
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PSU

Angp —

AS, +AS_AS, +AS,

Aywp —

Aspp —

AS, +AS. AS, +AS

D|e b Dm
208, 2nR, e 208, 2nR, e
LAS, +AS, AS, +AS, D" AS, +AS, AS, +AS, D" a
208, 2nR, ey 208, 2nR, ey
+ ASe +ASW ASn +AS D|t ASe +ASW ASn +ASS D|b aB
n
248, 2nR, e 20, 2nR, =N
AS, +AS, AS, +AS, D* g AS, +AS, AS, +AS, D" g
218, 2nR, @ 208 2nR, @i
+ ASe + ASW AS[ + A'Sb Dvn + ASe + A'Sw AS[ + A'Sb Dm
208, 2nR, @ 208, 2nR, @
LAS, +4S, ASn+ASSn v DS +AS, AS,,+ASS” o 8
20, 2nR, MIE oA, 2nR, = (1824)
A‘S'I’l + ASY AS[ + AS DY@ AS}’[ + ASS ASI + AS DlW
20, 2nR, Tt 208 2nR, st
+ ASe + ASW AS[ + A'S'b Dvn ASe + ASW AS[ + AS Dm
20, 2nR, T 208, 2nR, Tt
AS +AS. AS +AS AS +AS. AS +AS
end nD" gl +— w5 ypt gl
21\, 2nR, 20, 2nR,
—_ ASn +ASs AS[ +ASb ane E ASn +ASs AS[ +ASb Dvw O,W
2AS€ 2an xx SWB 2ASW 2an xx SWB
AS,+AS, AS, +AS, ., AS +AS AS +AS, .
nD", O g nD',, A5y
208, 2nR, 20, 2nR,
AS +AS AS +AS AS +AS AS, +AS,
e w K ant a;"WB + e w n Dvb ?WB
21, 2nR, 218, 2nR,
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o AS +AS AS, +AS
ag” = D', eZa j=E,W,N,S,T,B
2AS, 2nR,
- AS +AS AS +A , ‘
a;lfj Sn SS Sz Sb anxxw zav]V , _] :E, W,N, S,T,B
2AS 2nR, >
+ _ AS,+AS AS +AS,
ay’ = nD', "Za j=E,W,N,S,T,B
2AS, 2nR,
- _ AS, +AS AS, +AS,
ag” = nD' °Za j=E,W,N,S,T,B
2AS, 2nR,
AS +AS, AS, +AS,
Diff y ot -
ar nD', Za j=E,W,N,S,T,B
2AS, 2nR, (182e)
+ _ AS, +AS AS +AS,
ay’ = nD', bZa i=E,W,N,S,T,B
2AS, 2nR,
aPl =Pl 4Pl 4 gD 4 P 4 g ?41/ +al
tay tay tag tag,
+aNT +aNB +aST +aSB
tap, Tagy tag tag
+ aNET + aSET + aSWT + aNWT
YAy T Agp T Agyp T Apyp
d) Approximation of Time-Derivative Term
The substantial derivative in Eq(143) can be written as
Cn+l _ Cn* .
AXAYAZD—C—AXAYAZu=a,’,C£1—S} (183)
Dt At
Where
1
=AX AYANZ N~
1t (184)

S\ =DX AYAZ,—C}
JAY;
For rotational control volume technique, AX,AY,AZ, will be replaced with
AS,+AS, AS, +AS, AS, +AS
2 2

> in Eq(183) and Eq(184).

€) Approximation of Source/Sink Term
Similar approximation forms as in FD scheme can be obtained as below
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qscs :agCP +Sj£'2 (185)

Where

ag - ; Max[_q:’Vell ,O] + ; Max[_qfeCharge,O]

d ni,

1 : 1
+—— Max[—q™* 0] + —— Max[—q 7" ,0]
R, nR,

#—— Max[=4" 0] (186)

d

1 1
Sjg - Max[q;/l/ell ,O]CSWell + MCIX[qfeCh arge ,O]CSReCh arge
nR R

d ni,

1 River River 1 Ghead Ghead
+——Max[q,"" ,0]C;"" +——Max{q," " ,0]C;
R, nR,

Again, g"" | gRerree gRver P and ¢! are fluxes contributed from source/sink of

wells, recharge, river, drain and general head which are stored in derived types (one
dimension) Wells%Q, RECHs%Q, Rivers%Q , Drain%Q and HDEPENDS %Q respectively
in source code. Calculation of every kind of ¢, is performed by Subroutine QTOTAL3D.

f) Approximation of Decay Term

From Eq(143), instead having only one decay term as in FD scheme, there are one more

decay term, s C, need to be included in these methods in addition to the real one decay
nix,
term. They can be easily approximated as

Decay =a},C, (187)
+A
Where a; = 4, = /7
nR,

g) Coefficient Matrix Assembling and Solution Technique

After obtaining C""» by MOC or MMOC, from Eq(179) or Eq(181), Eq(183), Eq(185)
and Eq(187), readily gives a set of linear equations for solving the final concentration at new
time level as follow
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Traditional control volume technique:

(@”" +al +al, +al +a))C, =(at” +a}")C, +(a;)” +a)")C,
+(aADV +aN'ff )Cy +(aADV +aS'ff )Cs
#(@” +aP)C, + (@ +al)C,
+a,,Cyp tay, Cyy tagCy tagCy,
ta,,Cyr tayCy tagCy tagCy
tap Cry tag,Cyy +ayCy +ay,Cyy

+S? +S"f (188a)
Rotation control volume technique:

(@”" +a +al, +al +a))C, =(at” +a}")C, +(a})” +a)")C,
+(a” +ad")C, +(al” +al")C,
# (@ +aP)Cp + (@ +al")C,
ta,,Cyp ta,, Cyy tagCy tagCg,
ta,, Cyr tayCy tagCqy tagCy
tap Cry +ap,Cpy +ayCry tayCy
+ e Crpr + g Cor + g Cor + A Cr

+ s Crpp + ApCip + AsypCopp + A C s

+852+5" (188b)

The same routine SOR technique was applied to solve Eq(188) in IGW 3-D model. Its
iterative equation can be expressed as follow

Traditional control volume:

a
(ap +aP+aP)

k k K+l K+
tayCy tay, Cyy tagCy +tag Co,

K+ vk k K+l k K+l k K+
Cpm =Cp {a,Cp +a,Cy" +a,Cy +a,Cq +a,Cp +a,Cy

k k k+1
tay Cyr +a,,Chp + aSTCST tagCg

k K+l k e+l
tag Cry ¥ ag, Chyy tayCr +ay,Cpy

+S? +S, -(ap +ap +al)C} (189a)

PSU 141 MSU



Guideto Visual Fortran-Based DL L Source Code By Huasheng Liao

Rotation control volume:

a
t 0
(ap tap tap)

K+l vk k K+l k K+l k K+
Cpm =Cp {a,Cp +a,Cy" +a,Cy +a,Cs +a,Cp +a,Cy

+ aNEC]]:/E + aNWCIIifW + aSEC;; + aSWC;{;,l

+ aNTclli/T + aNBclli/B + aSTC;‘{T + aSBCgl

tag, CZIiW tagy Cg;Vl + aTECZIiE + aBEC;;l
*ayer Clli/ET + aSETC;CET tagy, C;CWT tayyr CJI;WT

k K+l K+ k
+appCrps + A5 Copp + AsypCopp + Ay Cap

(0] t t (0] k
+87+S8, -(ap ta, +ap)Cp} (189b)
Where
_ _ADV Diff t 0 D
a, =a, +ta,” ta, ta; ta,
_ _ADV Diff
agp —dag + ag
— _ADV Diff
Ay = ay + Ay
— _ADV Diff
ay =ay  tay
— _ADV Diff
ag =ag  *tag
— _ADV Diff
ar =dar + ar
_ _ADV Diff
ap —dapg + ap

k index of iteration number
a relaxation factor.

The final matrix assembling process is carried out in Subroutine SORCBAR3D.
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3.2.4 Special Treatments

(1) As doing in IGW 3-D flow model, computational domain in IGW 3-D transport
model, with dimension of 1 to NI, 1 to NJ and 1 to NK, is also expanded to that with
dimension of 0 to NI+1, 0 to NJ+1 and 0 to NK+1 and every parameter at these
expanded nodes are assigned to be zero.

(2) A concentration boundary condition indicator variable ICB() is allocated to identify
cell of the continuous source , ICB=-1, or cell of instantaneous source.

(3) The cross terms, Dj;, are not usually equal to zero in non-uniform flow field unless
the longitudinal dispersivity is equal to both horizontal transverse and vertical
transverse dispersivities or both are equal to zero (pure advection). In this case,
rotational control volume technique has to be used in order to obtain a non-negative
concentration distribution. The difference in implementation of rotational control volume
technique between the flow and transport models is how to determine the rotation angles
0 and (3. In flow model, 8 and 3 are assumed to be equal to the anisotropy orientation
angles or aligned with geological layer’s formation. In transport model, the first
principal direction has been assumed to be aligned with velocity vector.

(4) A switch, IPADV was set to skip the burden calculation of diffusion coefficient when
there is no dispersivities in both longitudinal and transverse directions.

(5) In IGW transport model, velocity at well node is assumed to be zero.

(6) FD scheme is always applied at well cell in IGW.

(7) When grid size is such large that multiple wells would be mapped to a same node,
the Visual Fortran code still can automatically handle this situation by dividing those
wells into two parts — normal well (saying that one well, one node) and additional
wells which have been considered as another kind of source/sink applying

simultaneously at the same node.

(8) No random walk method in current 3-D version.
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3.25 Matrix Solver

SOR iterative technique was employed in IGW 3-D transport model. In addition to
SOR, Subroutine SORCBAR also give a final matrix which could be solved by other mean of
advanced methods. Main diagonal elements are stored in S00(LJ,k)+CST1(I,J,k)%SP, other
diagonal elements are stored in those variables listed Table 4, and RHS vector is stored in
variable SUM23(1,J,k). Therefore, slightly modification to Subroutine SORCBAR3D can
made the current matrix fit to your preferred matrix solvers.
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3.2.6 Numerical Solution Procedure Flow Chart

The sequence of operations for IGW 3-D transport model is illustrated in the following
flow diagram:

< Initial Concentration > Parameters inputs

| |
v

Velocity Field Calculation
Call Flow Model

~swror =

Yes

—>

Time
Steps
Loop

Particle Tracking
MMOC

IPADV=0 ?

Diffusion Coeff. Calculation
Call Sub NEW/OLDCOEFTRSP3D || FD Scheme

!

Matrix Coefficient Assembling and SOR Iteration

¢ Call Sub SORCBAR3D <+

y

Yes

\ 4
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3.3 Chemical Reaction in Three Dimensional Model

3.3.1 General Techniquefor Dealing with Chemical Reaction
The general macroscopic equations describing the fate and transport of aqueous- and

solid-phase species, respectively, in multi-dimensional saturated porous media are written
as

a(an)_'_a(nu,-Ck) - 0 (}’lDU aCk)_Akan +qSCSk +Rc; k=1,2,"',m (190)
or ox, ox,  ox,

Lo =R im=12.@-m) (191)

Where

the total number of species
the total number of aqueous-phase (mobile) species
v the aqueous-phase concentration of the k™ species

n
m
C
C ..  the solid-phase concentration of the im™ species
R.  the rate of all reaction that occur in the aqueous-phase
R the rate of all reaction that occur in the soil-phase
other symbols can be found in above sections.

In IGW 3-D model, a reaction operator-split numerical strategy was introduced to
solve any number of the coupled transport equations of the forms (190) and (191). The
operator-split technique allows Eq(190) being divided into two distinct equations:

a(nC,) +6(nuiCk) _ 0 (nD, 6Ck)_/]knck +¢.C.,k=12,.m (192)
ot ox, ox, "ox, o
%:RC, k=12,--.m (193)

Eq(192) and Eq(193) together with Eq(191) form chemical reaction equations to be

solved in IGW 3-D model. The logical steps involved in the numerical solution procedure
are outlined as below:

(1) Equation (192) which describes the intermediate concentration of mobile

species, C;", is initially solved for a transport time step 4t by any methods mentioned
above sections;
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(2) Considering C;” as the concentration at previous time step, equation (193) and

(191) which form a set of ordinary differential equations respect with C, and a.m then

are complexly solved by the proposed Linearized Approach to solving chemical
reaction equations.
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3.3.2 Chemical Reaction Models
The express of rate term, R, or EC ,in Eq(193) or Eq(191) depends on what kind of

reaction model would be used. There are seven pre-defined reaction models available in
IGW 3-D model. Among them, models describing NAPL dissolution process, dual-
porosity system and rate-limited sorption reactions are grouped together as an add-on
model due to the fact that they all have the same form of the reaction equations, which
means that one or all of these three models can be added in any others to form a new
combinations --- new derived models. A briefly description of each model is given
below, however, the details of all the reaction models included in source code can be
found in RT3D 1.0 Manual by P. J. Clement.

A) Model 0
Model 0 deals with only the concentration of the contaminant in immobile phase.
This model includes three sub-models: NAPL dissolution process, dual-porosity system
and rate-limited sorption reactions.

a) Rate-Limited Sor ption Reactions
This model is used to simulate mass-transfer-limited sorption reaction. The fate
and transport of sorbing solute in aqueous and soil phases can be predicted using the
following equations:

0(nC) , ,8C ) _ 0 ;) OC oy (194)
o o ox, ox, ' Uax, |

p4C (C_EJ (195)
dt y

where ¢ is the mass transfer rate coefficient, yis the linear partitioning coefficient.

After reaction-operator splitting, the reaction model for the considered problem
reduces to:

dc _ [ C
di ‘{C yj

zgzé{c_gJ
da p y

(196)

b) Dual Domain Model
This model is used to simulate contaminant transport in dual domain porous media.
Dual domain model can also be used for modeling transport in fractured porous
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formation if the continuum approximation is assumed to valid. The contaminant fate and
transport in a dual porosity system can be predicted using the following equations:

a(n, C) a(n u,C) _ aC ¢
5 ox ( D,/a—) -An,C+q.C, +T(C C) (197)
dC _ (=

where n,, is the mobile-phase porosity, 7;, is the immobile phase porosity.

After reaction-operator splitting, the reaction model for the problem reduces to:

d_C = i(N —C)
dt n,
- (199)
ﬁ = —i(g —C)
dt n

c) NAPL Dissolution Process
This model is used to simulate the NAPL dissolution process that are coupled with
biodegradation kinetics. The fate and transport of contaminants originating from a NAPL
zone can be predicted using the following equations:

o(nC) N o(nu,C) _

= AnC+q,C,+K,, (C*-C 200

Py ox. ox (nD; a ) nC+gq, 1a ( ) (200)
dC

—=-K, (C*-C 201

ndf La( ) ( )

where C* is equilibrium aqueous phase concentration, K;, is a lumped mass transfer rate.

After reaction-operator splitting, the reaction model for the problem reduces to:

dC

=K, (c*-C)

dt

e (201)
—=-K,(Cc*-C

dt La( )
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From Eq(196), Eq(199) and Eq(201), one can see that they all have the same form,
and can be grouped as the same kind of model. Model 0 has been coded in Subroutine
MODELO in VF source code.

B) Model 1: Instantaneous Aerobic Decay of BTEX

This model is used to simulate aerobic degradation of BTEX using an instantaneous
reaction model. The transport equations solved in this model are:

A(nC™) N 0(nu,C") 0 ac’c

5 S ax (nD, e )= A" nC"C + ¢ CI + R (202)
i i J
0, 0, o,
0nC?) O CT) _ 0 (,py OC 2y jicnco: 4 gq,co + RO (203)
ot X, X, ¢
where
ce the hydrocarbon concentration
c? the oxygen concentration
RH¢ the removal rate of hydrocarbon
R the removal rate of oxygen

At each time step, an instantaneous reaction algorithm is used to model the removal
rates. According to this algorithm, either hydrocarbon or oxygen (whichever is limiting)
will be reduced to zero within a grid cell, after a reaction time step. The reaction
equations can be written as:

C* ()

cCr@e+h=C" 1)~ F whenCHC(l)>—CO2 © (204a)
C%2(t+1)=0
{C (D) ECEO=FXCTO - en €% (1) > FxCH (1) (204b)
CH(t+1) =0

where 7 refers to a particular time step and F'is the stoichiometric ratio.

Model 1 has been coded in Subroutine MODELL.

C) Mode 2: Instantaneous Degradation of BTEX using Multiple Electron Acceptors
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This model is used to simulate instantaneous biodegradation of BTEX via five
different degradation pathways: aerobic respiration, denitrification, iron reduction,
sulfate reduction, and methanogenesis. The transport equations solved in this model are:

HC HC HC
a(”g ) + a(”ng(; ) — a?( (nD, 6;( ) = A€ e +qufC + RHC (204)
i i j
0, 0, 0,
a(na(/; ) + a(ng;(c ) - a?( (nD, ‘?}f{ )= A% pCO: +qscg)z + RO (205)
i i j
NO; NO; NO;
a(l’l(a:t )+ a(i’ll;;}((j ) — a?( (”D,-j a‘;:X )_AN03nCNO3 +qSC;V03 + RNOs (206)
i i J
Fez+ Fe2+ Fe2+
a(”gl ) a(””g)(; ) - a;’( (nD, agX )= A nC h g R (207)
i i j
s0, 50, s0,
a(n((;t ) + a(mgf ) - a?( (nDij a@i{ )—/]SO“nCSO“ +qusSO4 + RSO (208)
i i j
CH, CH, CH,
a(l’lgt ) + a(m(;f ) — a?( (nDU a;jX )_/1CH4nCCH4 _'_qSCSCH4 +RCH4 (209)

i i J

All removal terms “R” are computed using an instantaneous reaction model similar to
the aerobic instantaneous model. The following general instantaneous reaction algorithm is
used to utilize different electron acceptors sequentially:

Co+1y=CP (-0 (1)
F whenCD(t)>T (210a)
C'(t+1)=0
Cl(t+1)=C'(t)-FxC"(t
¢+ ® (), when C*(t) > F xC" (t) (210b)
C°(t+1)=0
where
t refers to a particular time step
F is the stoichiometric ratio

c? 1s the electron donor concentration
C* s the electron acceptor concentration

Model 2 has been coded in Subroutine MODEL2.
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D) Modéd 3: Kinetic-Limited Degradation of BTEX Using Multiple Electron Acceptors
This model is used to simulate kinetic-limited biodegradation of BTEX via five

different degradation pathways: aerobic respiration, denitrification, iron reduction,

sulfate reduction, and methanogenesis. The transport equations solved in this model are:

HC HC ac
A B = D, O =M g €I 4 R e
i i J
0, 0, 0,
a(naC; ) + a(ng‘;(c ) — a; (I’IDU« aaiv )_/10an02 +qscsoz +R02 (212)
i i J
NO; NO; NO;
) ) = 8 up, O - g O Ry
i i J
Fe** Fe** Fe**
a(ngt )+a(n3§ ):af( (nD; "EX )= AT nC T+ CIT AR (214)
i i J
50, 50, S0,
i i J
CH, CH, CH,
HnC) S ) = D (up, O henc 4 g R (216

i i J

The total rate of hydrocarbon destruction via all decay processes is written as
rates of electron acceptor utilization or product formation are given by rates of
hydrocarbon destruction multiplied by an appropriate yield coefficient (Y):

R” =Y

0,/HC

NO; _
R - YNO3 /HCRHC,NO3

R

HC,0,

R =y R (217)

Fe** |HC™ "HC,Fe**

S0, _
R =Y, s0, /HCRHC,SO4

CH, _
R =Y, CH, /HCRHC,CH4

Where
c
R, =—k,C" —
HC.,0, 0, [)
K, +C*
NO.
R =-k HE ¢ Ki,02
HC,NO; — NO,

NO! 0
Kyo, +C™ K, +C™
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Fe*
R - _CHC C Ki,02 K[,N03
HC.F™ — TFST YR 0% K + VO
KFez+ +C 0,0, i,NO,
SO,
R _— HC c™ Ko, K vo, Ki,Fe“
He,so, —  Mso, 50, 0, NO; Fe’
Kso4 +C Ki,02 +C Ki,N03 +C KiFe3+ +C™
CH
R _— e c Ki,o2 Ki,NO3 Ki,Fe3+ Ki,so4
HC,CH, — "“CH, CH, 0, NO, ot SO,
Koy, *C7 Kig, #C K yo, +C K . +C* K50, +C
k hydrocarbon decay rate via aerobic process
0,
k hydrocarbon decay rate via denitrification
NO;
k .. hydrocarbon decay rate via iron reduction
Fe
ks, ~ hydrocarbon decay rate via sulfate reduction

kcy, hydrocarbon decay rate via methanogenesis
half saturation constant for oxygen

vo, half saturation constant for nitrate

half saturation constant for Fe*

half saturation constant for sulfate

K

K

K

K

K, half saturation constant for methane

K inhibition coefficient for oxygen reaction
K, vo, inhibition coefficient for nitrate reaction
K et inhibition coefficient for Fe'" reaction
K

inhibition coefficient for sulfate reaction

Since the concentration of Fe®* and CO; cannot be measured under normal field
conditions, these concentration terms were replaced with ‘assimilative capacity terms’
(for iron reduction and methanogenesis) defined as:

3

cr =cr ~ ot (218)
CMC = =M — M (219)

where Cnf:2+ and C“"*™ are the maximum levels (or expected levels) of Fe’"and CH,,

respectively, measured in the field, and represent the aquifer’s total capacity for iron
reduction and methanogenesis.

After reaction-operator splitting, the assembled reaction terms are represented by a
set of coupled, non-linear differential equations of the forms:
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dZOZ — RO

t

dc™ = pMos
dt
F22+

dC— _ gre (220)
dt

dc*° = RSO
dt

dc = RCH
dt

It should be noted that the kinetic model described above assumes that degradation
reactions occur only in the aqueous phase, which is a conservative assumption. Model 3
has been coded in Subroutine MODELS3.

E) Model 4: Rate-Limited Sorption Reactions

This model has been mentioned in MODELO and can be easily achieved by choosing
the corresponding option for Rate-Limited Sorption Reactions model in MODELDO.
Model 4 has been coded in Subroutine MODELA4.

F) Model 5: Double Monod M odel

This model is used to simulate reaction between an electron donor and an electron
acceptor mediated by actively growing bacteria cells living in both aqueous and soil
phases. The fate and transport of an electron donor in a multi-dimensional saturated
porous media can be written as:

D D D
o(nC )+6(nu,.C )_ 0 (nD, oC )= A°nCP +q CP + R 221)
ot X, 0X, / 6Xj
where

RD:_IU CX+:06X cP cA
" n \K,+C° \K,+C"

c® is the electron donor concentration in the aqueous phase
c’ is the electron acceptor concentration in the aqueous phase
c* is the aqueous phase bacterial cell concentration

~

c* is the soil-phase cell concentration

Kp is the half saturation coefficient for electron donor
K4 is the half saturation coefficient for electron acceptor
154
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Lon is the contaminant utilization rate

The fate and transport of an electron acceptor in a multi-dimensional saturated
porous media can be written as:

A A A
o(nC )+6(nul.C )_ 0 (1D, oC )= A'nCt +q.CH + R (222)
ot 0X, 0X, Y X, ‘
where

~X CD CA
RA :_Y CX+pC
A/D'U'”( n j[KD+CDj[KA+CAJ

Y, ,  1sthe stoichiometric yield coefficient.

The fate and transport of bacteria in the aqueous phase can be described using the
equation:

X X X
H0C D) - 0 up, U pac wq e R 23
i i J
where
~X c? c” K ,05)(
RY =-v cr + € = CY (K, +K
X/D/’[m( n j[KD+CDj[KA+CAJ n ( e att)

K,y 1s the bacterial attachment coefficient
Ky4.: 1s the bacterial detachment coefficient
K, is the endogenous cell death or decay coefficient

The growth of attached-phase bacteria can be described using an ordinary
differential equation of the form:

dc*

=R 224
% (224)
where
~ ~ c’? c K nC* ~
RX — CX + att _CX K +K
X/D/Jm [KD‘FCDJ[KA"'CAJ p ( e det)
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After reaction-operator splitting, the assembled reaction terms are represented by a
set of coupled, non-linear differential equations of the forms:

dc’ _ oo

dt

a (225)
dc* _ o

dt

dt

This model describes a general double Monod model. By setting appropriate yield
and kinetic constants, users can model any type of biological systems. Model 5 has been
coded in Subroutine MODELS.

G) Model 6: Sequential Decay Reactions

This model is used to simulate reactive transport coupled by a series of sequential
degradation reaction (four components only in this model). Assuming first decay kinetics,
the transport and transformation of a sequential decay chain A - B - C - D can be
simulated by solving the following set of partial differential equations:

a(nC") N d(nu,C") _ 0 aoc”

A'nC* +4q.C*+R" 226
o1 ox, ax, "y ) TAC T (226)
B B
o(nC )+6(nu,.C )_ 0 (nD lac )= XPnC* +4.C* +R” 227)
ot ax, ox,  oax
C C C
o(nC )+6(nu,.C )_ 0 (nD lac )= AnCC +q.CC + R (228)
ot X, ox, "’
D D D
o(nC )+6(nul.C )= 0 (nD, 6C ) S APnCP +q.CP + R (229)
ot X, ox, " oXx

where CA, Cc? , C€and C? represent specie concentrations and
R = —KACA

R? = —KBCB + YB/AKACA

R =-K.C+Y. ,K,C®

R” =-K,C” +Y,,.K.CC
Y, .  specie B yield
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Y.,  specie C yield
Y,  specie D yield

Ky specie A first-order degradation rate
Kz specie B first-order degradation rate
K¢ specie C first-order degradation rate
Kp specie D first-order degradation rate

Note that all decay reactions in this model are assumed to occur only in the aqueous
phase, which is a conservative assumption.

After reaction-operator splitting, the assembled reaction terms are represented by a
set of coupled, linear differential equations of the forms:

dc* _ R
di
d (230)
di
di

This model provides a general description for any 4-component sequential decay
chain. Model 6 has been coded in Subroutine MODELS6.

H) Model 7: Aerobic-Anaerobic Model for PCE-TCE Degradation

This model is used to simulate degradation of PCE/TCE and their degradation
products via both aerobic and anaerobic pathways. Assuming first decay kinetics, the
transport and transformation of PCE, TCE, DCE, VC ETH and CI can be simulated by
solving the following set of partial differential equations:

PCE PCE PCE
o(nC"™") + 0(nu,C"") — d (nD, aC )_APCEnCPCE +qSC£’CE + RPCE (231)
ot 0X, 0X, / an
TCE TCE TCE
onC™") + 0(nu,C™") — 0 (nD, aoC )_/]TCEnCTCE +q?CSTCE + RICE (232)
ot 0X, 0X, / OX_/ ’
DCE DCE DCE
onC™™") + 0(nu,C™") - 0 (nD, oC )_ADCEnCDCE +q?C§)CE + RDCE (233)
ot 0X, 0X, Y ; )
ve Ve vc
a(nc ) + a(nuzc ) - a (I’lDl aC )_AVC’/[CVC +q§C:C +RVC (234)
ot 0X, 0X, Y OX_/ ‘
ETH ETH ETH
a(n(;t ) + a(mg)((j ) — ag( (nDij agX )_/]ETHnCETH +qSC:5TH + REM (235)

PSU 157 MSU



Guideto Visual Fortran-Based DL L Source Code By Huasheng Liao

c a ca
d(nC™) + 0(nu,C™") — 0 (nD, aC )—AClnCCl +q CcY + R (236)
ot 0X, 0X, Y an te
where

C"™  contaminant concentration of PCE
C™  contaminant concentration of TCE

CcP* contaminant concentration of DCE
c’ contaminant concentration of VC
C*™  contaminant concentration of ETH
c“ contaminant concentration of Cl

RPCE = _KPCPCE

R™ = YT/PKPCPCE - (K _KTz)CTCE

R = YD/TKTICTCE —(Kp _sz)CDCE

R = YV/DKDICDCE —(Ky, _KVz)CVC

R = YE/VKVICVC —(Kg _KEz)CETH

RY =Y1.,,K,C™* +Y1., K, C"* +Y1.,,K,C"* +Y1.,K, C"™
+Y2C/TKT2CTCE +Y2C/DK132CDCE + Y2C/VKV2CVC

Kp, K71, Kp;, Ky; and Kg; are first-order anaerobic degradation rates; K7, Kp,, Ky, and
K are first-order aerobic degradation rates; Y, ,, Y,,,, Y,,, and Y., are chlorinated

compound yields under anaerobic reductive dechlorination conditions; Y1.,,, Y1.,,,
Y1.,, and Y,,, are yield values for chloride under anaerobic conditions; and Y2,

Y2.,,and Y2, are yield values for chloride under aerobic conditions.

Note that the reaction models presented above assume that the biological
degradation reactions occur only in the aqueous phase, which is a conservative
assumption.

After reaction-operator splitting, the assembled reaction terms are represented by a
set of coupled, linear differential equations of the forms:
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dCPCE _ peE
dt

dCTCE :RTCE
dt

dCDCE :RDCE
dt

dZVC :RVC
t

dCETH :RETH
dt

dccivCl :Rcl
t

Model 7 has been coded in Subroutine MODEL7.
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3.3.3 Linearized Approach to Solving Chemical Reaction Equations
From above sections, the chemical reaction equations can be generally written as a
set of ordinary differential equations:

1
%:RI(C17C27...7C[7...7Cn)
2
dfl’; =R*(C',C?,---,C",---,C")
- (238)
dcl i 1 2 i n
?:R (C',C*,---,C",---,C")
d; =Rn(C1,C2’---,Ci,---’CH)

As mentioned in Model 3 and Model 5, Eq(238) may becomes non-linear
differential equations. In IGW 3-model, a linearized approach to solve Eq(238) has been
proposed. In this method, the rate terms, R’, was initially linearized as:

RI(C',C?,--,C',-,C") =D A/C) + B (239)

j=1

where Al and B' could be still functions of C',C?,---,C",---,C", and those
concentrations in A’ and B' then are assumed to be known or equal to their
corresponding values at previous time step. Therefore, Eq(238) becomes a set of linear
ordinary differential equations after substituting Eq(239) into Eq(238):

1 n
dt j=1
2 n
d =
- (240)
ac => 4'C’ +B
dt 5
dt j=1

An implicit finite difference scheme can be always applied to Eq(240).
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3.4 Monte Carlo Simulation in Three Dimensional Model

3.4.1 Random Field Generator

Sequential Gaussian Simulation adopted from GSLIB was immigrated into IGW 3-D
Monte Carlo Simulation. SGS can handle not only unconditional simulations but also
conditional simulations when there is data available.

In IGW 3-D model, a mutipl-volume based random field generator has been coded
based on the GSLIB’s Sequential Gaussian Simulation code. It was coded in Subroutine
RANDOM _FIELD3D in the Visual Fortran source code.

Note that GSLIB’s Sequential Gaussian Simulation code implies that the final fields’
values will be back-transformed to the original data values if a normal scores transform
was performed.

More detail about this generator can be found in GSLIB’s manual.
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3.4.2 Value at Monitoring Well with Screen Thickness

Calculation of the point-based and field-based statistics in 3-D model is similar to that
in 2-D model, but with a few subtle differences in the sampling values at monitoring
wells. In 3-D model, monitoring well is considered to have a certain screen thickness.
This leads that value at a monitoring well should be evaluated in term of averaging within
the screen limit (AB in Figure 27).

In IGW 3-D model, trapezoidal rule was used to calculate the distribution area
(formed by ABCD in Figure 27 ) within the screen limit Sy, then the value was
evaluated as below

B
— L V(2)dz - S

well —
L AB L AB

(241)

A simply trilinear interpolation scheme as described in Eq(173) has been used to
calculate those non-nodal values that are necessary for obtaining S,z . The steps to obtain

V. ., can be listed as below:

Wi

(1) dividing screen limit AB into M intervals according to the desirable integrating
accuracy;

(2) using Eq(173) to calculate values at the M+1 integrating points;

(3) employing the trapezoidal rule to obtain Syz;

(4) using Eq(241) to obtain the value ¥V, as that at monitoring well with screen

thickness.

This process has been coded in Subroutine Z1Z2LINEAR3D in the source code.
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Monitoring Well

—_— J\
P
Screen Limit, L g <

Parameter
/\ Distribution
B C

Figure 27 Monitoring Well in 3-D M odel
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3.4.3 Numerical Solution Procedure Flow Chart

The sequence of operations for IGW 3-D Monte Carlo Simulation is the same as that in
2-D model and illustrated in the following flow diagram (The whole operations will be
organized by using Visual Basic Language) :

Parameters inputs

v

—» Random Field Generation
Call RANDOM FIELD3D

!

Call Flow Model and/or Transport
Realization Model
Loop ¢

Statistics Calculation
Call CALPDFCDF and COVHC

€S
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